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Abstract

People procrastinate. Procrastinators usually make little progress at the start (start late) and a

significant increase in progress shortly before the deadline (rush to complete). The more progress

ramps up over time, the greater the level of procrastination. Yet, the cognitive mechanisms under-

lying this intriguing dynamic feature of procrastination–time course of progress–remain poorly

understood.

To investigate this, we started by enhancing the theoretical understanding of the time course

of progress. We proposed a normative model (Chapter 2) that considers the time course of

progress as the output of sequential decision-making: whether to work now (and, if so, how

much) or later. If they decide to work now, they pay the cost of investing mental effort immedi-

ately but also make progress, and more work leads to more progress. If they decide not to work,

they make no progress and also pay no effort cost. The amount of work on each day is derived

from the Bellman equation, which assumes that a person’s goal on each day is to maximize the

discounted value gained by making progress while minimizing the immediate effort cost. This

model predicted three patterns of procrastination: a delay in the beginning and then ramping up,

working at the last minute, and not working at all. It also identified several correlates of procras-

tination, including perfectionism, the shape of the cost function, temporal discounting, and the

total given time. Additionally, the model predicted the effect of interventions, such as offering

immediate rewards, on reducing procrastination and improving performance.

Next, we asked: What is the key factor contributing to procrastination in the real world?
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We tested one key potential correlate of procrastination–temporal discounting–with a long-term

real-world behavioral study (Chapter 3). We observed a positive correlation between individual

discount rates estimated from an inter-temporal choice task and the levels of procrastination in a

research participation task assigned by a psychology course, suggesting that temporal discount-

ing is a cognitive mechanism underlying procrastination.

The observed association between temporal discounting and procrastination suggested that if

we brought a future reward temporally closer, then thatwould help reduce procrastination. So, we

tested the causal relationship between reward timing and procrastination (Chapter 4). We asked:

Can offering immediate rewards help reduce procrastination regardless of reward rule? To answer

the question, we created a novel experimental paradigm named BORE (Boring Online Reading

Experiment) that mimics real-world procrastination while still allowing for manipulation. People

worked on a self-paced, week-long online reading task consisting of numerous units of work

that take about 3 hours to complete. We utilized a between-subject design, crossing two levels

of reward timing (either delayed or immediate upon task completion) and three levels of reward

rules. Our results revealed that offering an immediate reward upon task completion helped people

start the task earlier, helped people who generally procrastinate more complete the task earlier,

and helped them complete units of work earlier. Both of which held true regardless of reward

rules.

Last but not least, we asked: What is the cognitive process underlying the time course of

progress? We proposed two models and fit them into the rich data of the time courses of progress

that we collected from the BORE (Chapter 5). The first model was the normative model that

we discussed before. The second model is the roll-out model. It shares the normative model’s

sequential decision-making framework and computational goal. However, the value of making

progress is computed instead by simulating future time courses with an anticipation of the aver-

age workload in the future. We found that the normative model provided a poor fit to the data,

while the roll-out model fit the data quite well. Therefore, we found some evidence against peo-
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ple behaving rationally. We had some evidence for people simulating their future work progress,

and they had an idea of how much work they would do on average in the next few days.

Taken together, our findings enhance our understanding of the cognitive mechanism of the

dynamic nature of procrastination and offer implications for reducing procrastination. This thesis

shows a successful attempt at applying cognitive science to the real world.
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1 | Introduction

1.1 The dynamic nature of procrastination

People procrastinate—for example, takeme. Whenwritingmy undergraduate thesis in physics,

ideally, I split work into two months, making some progress in the first month and gradually in-

creasing the workload over time until the deadline day (Fig. 1.1 upper panel). However, in reality,

I made little progress until the last week (Fig. 1.1 lower panel).

This little progress in the beginning and rushing in the end is a typical temporal pattern

of work progress in procrastinators (Schouwenburg and Groenewoud, 2001; Steel et al., 2018;

Konradt et al., 2021; Moon and Illingworth, 2005; Vangsness and Young, 2020; Zhang and Ma,

2023a) (Fig. 1.2). The more progress ramps up over time, the greater the level of procrastination.

As a cognitive scientist, this dynamic feature of procrastination fascinates me. I am curious

about the cognitive mechanism underlying it. So, I dove into the literature to find some clues.

It turns out that procrastination is quite a popular topic both inside and outside of academics.

Outside academia, authors and researchers have written self-help books offering advice to a gen-

eral audience on overcoming procrastination (Fiore, 2007; Burka and Yuen, 2007; Ludwig and

Schicker, 2018). Additionally, there are lots of discussions about procrastination on social media

and in educational media. For instance, blogger Tim Urban gave a TED talk titled “Inside the

mind of a master procrastinator,” which garnered millions of views (Urban, 2016).

Within academics, there has been a growing number of papers every year studying procras-
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Figure 1.1: How Pei Yuan wrote her undergraduate thesis in Physics: the amount of work per day over
two months before the deadline day. Upper panel: The ideal version. Lower panel: The reality.

Figure 1.2: A typical temporal pattern of work progress in procrastinators: little progress in the beginning
and a significant amount of progress approaching the deadline.
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Figure 1.3: Few studies characterized procrastination through the time course of progress, even if there
has been a growing number of papers per year studying procrastination over the past two decades. Left
panel: An increasing number of studies of procrastination have been published every year since 2000.
Right panel: The pie chart demonstrates a few studies measuring procrastination through time courses
of progress.

tination over the past two decades (Fig. 1.3 left panel). It is a multi-disciplinary subject studied

across various fields such as personality and industrial psychology (Steel and Klingsieck, 2016;

Steel, 2007; Schouwenburg and Lay, 1995; Kim et al., 2017), clinical psychology (Scent and Boes,

2014; van Eerde and Klingsieck, 2018); education (Diver and Martinez, 2015; Putnik et al., 2013),

behavioral economics (O’Donoghue and Rabin, 1999; O’Donoghue and Rabin, 2001; Fischer, 1999;

Fischer, 2001), and neuroscience (Raphaël and Mathias, 2022; Zhang and Ma, 2019).

In terms of research topics, research on procrastination primarily revolves around three main

aspects: the correlates of procrastination, the consequences of procrastination, and interventions

to reduce procrastination.

Regarding the correlates, studies mainly focus on personality traits, such as perfectionism

(Flett et al., 1995; Flett et al., 1992), impulsiveness (Steel and Klingsieck, 2016; Ferrari, 1993),

self-efficacy (Klassen et al., 2008), as well as conscientiousness and its facets of self-control, dis-

tractibility, organization, and achievement motivation (Steel, 2007). Studies also delve into task

characteristics such as task aversiveness (Blunt and Pychyl, 2000; Milgram et al., 1995), task dif-
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ficulty (Janssen and Carton, 1999; Froese et al., 1984; Ackerman and Gross, 2005), etc. Research

also explores other factors such as self-regulation failure (Senécal et al., 1995; Park and Sperling,

2012; Rakes and Dunn, 2010; Ferrari, 2001), fear of failure (Haghbin et al., 2012; Schouwenburg,

1992), self-handicapping (Ferrari and Tice, 2000; Beck et al., 2000; Marshall et al., 2008; Strunk

and Steele, 2011), and depression (Stöber, 2001; Constantin et al., 2017).

Regarding the consequences of procrastination, the focus has been on both how people feel

and what they achieve. In terms of how people feel, studies discussed stress (Sirois, 2014; Tice

and Baumeister, 1997), anxiety (Haycock et al., 1998), guilt (Fee and Tangney, 2000), and low self-

esteem (Saleem and Rafique, 2012; Yang et al., 2021). In terms of what they achieve, procrastina-

tors tend to be worse off in terms of academic performance (Kim and Seo, 2015), financial outcome

(Martinez et al., 2017; Akerlof, 1991; O’Donoghue and Rabin, 1999), and political decision-making

(Farnham, 2021; Kegley, 1989; Holland, 2001).

In terms of interventions, studies explore strategies such as emotion regulation (Eckert et al.,

2016), addressing maladaptive beliefs, acceptance strategies (Wohl et al., 2010), commitment or

cognitive-behavioral therapy (Scent and Boes, 2014; van Eerde and Klingsieck, 2018), training

about time management (C. et al., 2007; Wieber and Gollwitzer, 2010) and process focus instead

of an exclusive emphasis on the ultimate goals (Krause and Freund, 2014a).

However, little is known about the underlying cognitive mechanisms of procrastination. Few

studies have tried to understand procrastination from a cognitive science perspective. We do not

yet know the cognitive components that influence the time course of work progress, nor do we

understand how these components interact with each other over time.

What also surprises me is that the dynamic feature of procrastination—the time course of

work progress—is rarely studied (Fig. 1.3 right panel). Most studies, numbering approximately

76,900 papers, measure procrastination using self-reported surveys (Steel, 2007; Pychyl and Flett,

2012; Sirois et al., 2003). Only a few studies, approximately 50 papers, have examined behavior,

either through observed behavior or based on self-reflection. Among these, most have charac-
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terized procrastination by a single time point only: task starting time (Ariely and Wertenbroch,

2002; Ariely and Wertenbroch, 2002; Buehler and Griffin, 2003; Owens et al., 2008; Niermann

and Scheres, 2014; Milgram et al., 1992; McElroy and Lubich, 2013; Lubbers et al., 2010; Janssen

and Carton, 1999; Hensley, 2014; Diver and Martinez, 2015) or task completion time (Ferrari and

Scher, 2000; Roberts et al., 1988; Reuben et al., 2015; Pittman et al., 2008; McElroy and Lubich,

2013; McCrea et al., 2008; Malatincová, 2015; Lim, 2016; Janssen and Carton, 1999; Hensley, 2014;

Green, 1982; De Paola and Scoppa, 2015; Cerezo et al., 2017; Buehler and Griffin, 2003; Ariely and

Wertenbroch, 2002; Raphaël and Mathias, 2022), or the duration of work (Ji Won You, 2015; Xu

et al., 2016; Onji, 2013; Niermann and Scheres, 2014; Lim, 2016; Liborius et al., 2019; Lay, 1987;

Krause and Freund, 2014b; Kerdijk et al., 2015; Johnson et al., 2016; Elvers et al., 2003; Ackerman

and Gross, 2005).

However, examining, for instance, the completion time alone does not differentiate between

two individuals who complete a task at the same time but with different temporal patterns of

work progress—one making steady progress toward the end (like the ideal Pei Yuan) and the

other rushing to complete at the end (like the real Pei Yuan). Similarly, looking at the task starting

time alone cannot differentiate between two people who start the task at the same time but with

different work patterns. Also, looking at the duration of work alone fails to capture variations in

the temporal patterns of work progress—one works in an early phase, and the other works in a

later phase.

To my knowledge, merely five studies have analyzed the time course of progress and tried to

categorize its patterns, including both observed behavior and self-reported estimation of effort

or work hours (observed behavior: Moon and Illingworth, 2005; Steel et al., 2018; Vangsness

and Young, 2020; self-reported effort or work hours: Konradt et al., 2021; Schouwenburg and

Groenewoud, 2001).

We assert that unraveling the dynamic nature of procrastination—the time course of work

progress—is crucial as it provides insights into the underlying cognitive mechanisms of procras-
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tination.

The significance of studying the temporal patterns of work progress to enhance our under-

standing of procrastination has been echoed by seasoned researchers in the fields of procrasti-

nation and motivation (Steel et al., 2018; Roe, 2014). Roe advocates for a more nuanced research

approach, recommending not just using longitudinal designs but also more detailed observations

over time. He notes that while longitudinal studies are rare in motivational research, the few

available often sample two or three chosen time points. Roe argues that, instead, a more thor-

ough sampling across the entire duration of the task is essential. Such a meticulous approach

is vital to understanding the nature of how people manage goal pursuit over time (Lord et al.,

2010). Unfortunately, exceedingly few studies have met any of these criteria, which are crucial

to having a meaningful understanding of the “temporal footprint of work” (Steel et al., 2018).

In this thesis, we aim to characterize procrastination through the "temporal footprint of

work"—time course of work progress—and uncover its underlying cognitive mechanisms.

1.2 The fascinating qestions

In this thesis, we aimed to characterize procrastination through the time course of work

progress and uncover its underlying cognitive mechanisms.

In Chapter 2, we started by contributing to the understanding of the time course of progress

from a theoretical aspect.

To date, even though there are many theoretical works on procrastination (Steel and König,

2006; Akerlof, 1991; O’Donoghue and Rabin, 1999; Zhang and Feng, 2020; Fischer, 1999; Fischer,

2001), they fall short of predicting 1) the temporal dynamics of procrastination in terms of the

time course of work progress, 2) the negative consequences in terms of both the performance

and the feeling of exhaustion, and 3) the interventions to reduce procrastination and improve

performance.
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We assumed that the time course of progress arises from a sequential decision-making pro-

cess. We proposed a normative process model that predicts all aspects of procrastination listed

above: the time course of work progress, the consequences of procrastination in terms of perfor-

mance and the feeling of exhaustion, and the interventions to reduce procrastination.

Next, in Chapter 3, we asked: What is the key factor contributing to procrastination? This

question was inspired by the predictions of our model in Chapter 2 and also by other theo-

ries suggesting that temporal discounting is a cognitive mechanism underlying procrastination

(O’Donoghue and Rabin, 1999; O’Donoghue and Rabin, 2001; Fischer, 1999; Fischer, 2001; Steel

and König, 2006; Steel, 2007).

When faced with a task in its initial stages, where the eventual reward is distant, people tem-

porarily discount the value of that future reward. As a consequence, the temporarily discounted

future reward fails to provide sufficient motivation for people to start working until the deadline

looms near. For instance, in thesis writing, the initially discounted future reward makes other

activities, like socializing, more appealing. This leads to procrastination until the looming dead-

line, which significantly increases the utility of the task. These theories predict that individuals

with stronger temporal discounting procrastinate more. However, no empirical evidence for this

hypothesis exists. Even though there are a few attempts (Raphaël and Mathias, 2022; Xin et al.,

2020), both of which failed to find the association.

In Chapter 3, we tested this association in a real-world task. We provided the first compelling

evidence for the long-standing hypothesis that temporal discounting is a mechanism underlying

procrastination. Note that we quantified procrastination by a statistical summary of the entire

time course of progress: mean unit completion day.

Chapter 3 was a correlational study; next, in Chapter 4, we tested the causal relationship

between reward timing and procrastination. We asked: Can we reduce procrastination?

The association between temporal discounting and procrastination we observed in Chapter 3

suggested that if we brought a future reward temporally closer, then that would help reduce pro-
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crastination. Often, in real-world situations, like submitting a homework assignment, a reward

is given after the deadline. Even if we get it done earlier, we still have to wait until the deadline

to be rewarded. One way to bring a future reward closer is to receive an immediate reward upon

task completion. So, we asked in Chapter 4: Can offering an immediate reward upon completion

reduce procrastination?

Existing studies primarily investigate the influences of added immediate rewards on task per-

sistence rather than procrastination (e.g., when to start, when to complete, or even the dynamic

process of procrastination), such as integrating fun into workouts or offering points to enhance

task completion (Woolley and Fishbach, 2016; Woolley and Fishbach, 2017; Lieder et al., 2019).

Moreover, these rewards are additional benefits, not alterations to the original task rewards. To

truly assess the effect of reward timing on procrastination, studies should focus on changing the

timing of the original task rewards.

We hypothesized that offering immediate rewards helps reduce procrastination, regardless of

reward rules. To test our hypothesis, we created a novel experimental paradigm named BORE

(Boring Online Reading Experiment). We found that offering immediate rewards helped people

start the task earlier and helped those who generally procrastinate more complete the task and

units of work earlier, both of which held true regardless of reward rules.

Last but not least, in Chapter 5, we asked: What is the cognitive process underlying procras-

tination?

Cognitive neuroscientists have extensively studied the cognitive and neural mechanisms of

mental effort (Kool and Botvinick, 2018; Shenhav et al., 2017) in the field of cognitive control. The

commonly used experimental paradigm asked people to choose repeatedly between performing a

high-demand task for a larger amount of money and performing a low-demand task for a smaller

amount. They found that exerting mental effort is costly. However, it is unclear how those studies

can inform us about how people make mental efforts in their daily lives for long-term projects

such as writing articles or building software that often extends over long periods of time, ranging
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from days to months. Making sustained efforts during those intervals is essential for people to

achieve their goals and for a society to function efficiently.

Neuroscientists have used reinforcement learning to study how animals allocate time between

work and leisure over time (Niyogi, Shizgal, et al., 2014; Niyogi, Breton, et al., 2014). Animals,

however, tend to maximize instantaneous reward rate, in contrast to humans, who allocate effort

over time towards a temporally distant goal.

There is also a growing number of efforts to account for and explain goal pursuit using compu-

tational process models (Lieder et al., 2019; Prystawski et al., 2022; Singhi et al., 2023). Still, these

theoretical works focus on difficult decision-making problems rather than the simple temporal

problems we face every day, like working to finish a project.

To uncover the underlying cognitive processes of procrastination, we proposed two models

and fit them into the data that we collected in Chapter 4. The first model is the rational model,

which we have discussed intensively in Chapter 2. The second model is the roll-out model. It

shares the normative model’s sequential decision-making framework and computational goal.

However, the value of making progress is computed instead by simulating future time courses

with an anticipation of the average workload in the future. We found that the roll-out model fits

better than the rational model. We found some evidence against people behaving rationally. We

had some evidence for people simulating their future work progress, and they had an idea of how

much work they would do on average in the next few days.

1.3 The challenges

We highlight three challenges. The first is to characterize procrastination through the time

course of work progress. To accomplish this, a real-world task must meet the following criteria:

1. A clear definition of the work unit.

2. The ability to measure or ascertain when each work unit is completed.
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3. The involvement of multiple units of work to establish a time course of work progress.

Many real-world tasks, such as writing or taking an academic course, often lack clearly defined

units of work. For instance, in writing, is the work unit a sentence, a paragraph, or even a page?

Additionally, there are real-world tasks with clearly defined units of work where the completion

of each unit cannot be readily accessed. Also, some tasks, like mailing a letter, require only a

single action and, therefore, don’t involve multiple units of work.

We found a real-world task that met all the criteria in Chapter 3, and we created a novel task

paradigm that met all the criteria as well in Chapter 4.

The second challenge involves designing a task to test if offering immediate rewards upon

completion reduces procrastination. An ideal task should mimic real-world procrastination while

still allowing for manipulation. It is often the case that real-world behavior is observational and

hard to manipulate. A controlled experiment allows for manipulation but is far from the real

world. We created a novel task that bridges these two in Chapter 4.

The task is named BORE (Boring Online Reading Experiment). The key attributes that made

it a successful design were:

1. Spanning multiple days: Participants were assigned seven days to work on a lengthy read-

ing task, which takes about 3 hours to complete all the reading units.

2. Being online and self-paced, granting the participants the autonomy to decide when to

work and where to work.

3. Being intentionally boring: the task was deliberately made to be boring, with the reading

difficulty set at a 7-year-old child’s level.

The third challenge involves developing computational process models that fit the time course

of progress data. The process model that fits the data well will uncover the underlying cognitive

process of procrastination.
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2 | A normative account of temporal

dynamics of procrastination

Let’s start by building a normative model

that predicts the time course of work progress:

the dynamic nature of procrastination!
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2.1 Introduction

Procrastination permeates people’s lives. To some degree, almost everyone procrastinates at

certain things, both inside and outside of academia. People delay filing their taxes until the last

minute (Martinez et al., 2017). Researchers postpone until the last minute to submit abstracts or

turn in papers for academic conferences (Flandrin, 2010). College students rush to complete their

work on academic tasks such as self-paced quizzes (Solomon and Rothblum, 1984; Rothblum et al.,

1986; Steel et al., 2001; Howell et al., 2006), course assignments (Hensley, 2014; Cerezo et al., 2017;

Lim, 2016), as well as administrative tasks (De Paola and Scoppa, 2015; Reuben et al., 2015). They

also delay starting their work (Green, 1982; Niermann and Scheres, 2014; Solomon and Rothblum,

1984; Rothblum et al., 1986; Steel et al., 2001; Howell et al., 2006).

If we characterize the dynamic process of procrastination by the time course of work progress,

which consists of how much work is done each day, typical patterns of the time course of work

progress emerge. Often, there is a delay in working in the beginning (start late) and an increase

in the amount of work shortly before the deadline (rush to complete) (Schouwenburg and Groe-

newoud, 2001; Steel et al., 2018; Konradt et al., 2021; Moon and Illingworth, 2005; Vangsness and

Young, 2020; Zhang and Ma, 2023a).

In addition, there are negative consequences associated with procrastination. Procrastinators

tend to be worse off regarding their achievements and feelings. Regarding achievements, pro-

crastination can prevent individuals from completing their work on time (Steel, 2007; Kim and

Seo, 2015; Solomon and Rothblum, 1984). People often fail to catch up with work by the deadline

or even abandon work at the last minute (Wrosch et al., 2003). In terms of feelings, even though

some people manage to meet the deadline at the last minute, rushing to do so by staying up late

can lead to severe health costs. This often leaves individuals feeling exhausted and overworked

(Tice and Baumeister, 1997; Sirois et al., 2003; Sirois, 2007).

Furthermore, several interventions addressed in the literature were suggested to reduce pro-
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crastination or improve performance. For example, immediate reward upon task completion re-

duces procrastination compared to delayed reward (Zhang and Ma, 2023a). Rewarding progress

immediately was suggested to improve performance (Lieder et al., 2019; Milkman et al., 2014). In-

terim deadlines were suggested to reduce procrastination (Wesp, 1986; Burger et al., 2011; Lamw-

ers and Jazwinski, 1989), and the empirical study showed that they increased final performance

(proportion completed) (Ariely and Wertenbroch, 2002).

However, to date, existing theories of procrastination largely fall short of predicting 1) the

temporal dynamics of procrastination in terms of the time course of work progress, 2) the neg-

ative consequences in terms of both performance and the feeling of exhaustion, and 3) the in-

terventions to reduce procrastination and improve performance (Steel and König, 2006; Akerlof,

1991; O’Donoghue and Rabin, 1999; Zhang and Feng, 2020).

Temporal motivation theory proposed by Steel and Konig describes how the utility of working

changes over time, which has the potential to describe the temporal dynamics of work progress

(Steel and König, 2006). However, since it is a descriptive theory, it cannot generate a sequence

of actions to predict procrastination behavior, nor can it evaluate the consequences of procras-

tination or interventions for procrastination. GA Akerlof, O’Donoghue, and Rabin proposed a

process model to study procrastination behavior (Akerlof, 1991; O’Donoghue and Rabin, 1999).

Theymodeled for a particular casewhere a task requires acting only once rather than the common

long-term real-life task, such as writing a Ph.D. thesis, where work must be divided into multiple

actions to be completed over time. Similarly, the theory proposed by Zhang and Feng (Zhang

and Feng, 2020) predicts the number of days of delay but does not address the temporal dynamics

of work progress after people start working nor evaluate the consequence of procrastination or

the interventions. The most close attempt is a process model proposed by Fischer (Fischer, 1999;

Fischer, 2001). The model assumes that the task requires a certain number of hours to complete,

and the remaining time for leisure is an exhaustive resource. The model predicts the optimal time

allocation between leisure and work before the deadline, i.e., work hours over time. However, it
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did not evaluate the consequences of procrastination or interventions for procrastination.

To bridge the gap, the primary goal of this paper is to propose a normative process model that

predicts all aspects of procrastination: the temporal dynamics of work progress, the consequences

of procrastination in terms of performance and the feeling of exhaustion, and the interventions

to reduce procrastination.

To realize that, we developed a computational model using reinforcement learning theory.

We consider the time course of progress as the output of sequential decision-making. We assume

that each day, people decide whether to work now (and, if so, how much) or later. While cast

in the broader framework of reinforcement learning theory, our process model is also inspired

by existing theories of procrastination. One central idea of existing theories of procrastination

is temporal discounting (O’Donoghue and Rabin, 1999; Fischer, 2001; Steel and König, 2006). Re-

cently, empirical evidence has supported that temporal discounting is one cognitive mechanism

of procrastination (Zhang and Ma, 2023b). Because temporal discounting is naturally rooted in

reinforcement learning theory, one key parameter of our model is the discount rate. However,

temporal discounting is only part of the story. Studies revealed that several other individual

differences are correlated with procrastination, task characteristics, and environmental factors

(Steel, 2007). In this paper, we highlight the role of perfectionism, the shape of the cost function,

and the given total time. We will see how these correlates of procrastination affect the temporal

dynamics of work progress, performance, and the total cost of mental effort.

The structure of the paper is as follows: In Part 1, we develop a model framework for procras-

tination and its consequences. Then, in the results session, we first demonstrate three procras-

tination patterns in terms of the time course of work progress. Next, we show how individual

differences and task characteristics affect the time course of progress, performance, and the total

effort cost. Last, we show the empirical support of our model’s potential to represent perfec-

tionism in our designed correlational study. In Part 2, we address two interventions: immediate

reward (at various immediacy levels) and interim deadlines, and how these interventions affect
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the time course of work progress, the number of days of delay, and the consequences of procras-

tination. Last, in the general discussion, we draw connections between our model predictions

and empirical evidence in the literature and suggest several future experimental tests to test our

model predictions. We also discussed the limitations of our model in the end.

2.2 Part 1: Patterns and Correlates of Procrastination

2.2.1 Model

Before going into the details of the model, we first provide a broader view. We consider the

time course of progress as the output of sequential decision-making. According to our model,

on each day, people decide whether to work now (and, if so, how much) or later. If they decide

to work now, they pay the cost of investing mental effort immediately but also make progress,

and more work leads to more progress. If they decide not to work, they make no progress and

also pay no effort cost. Therefore, two vital cognitive components affect our sequential decisions:

expected reward and costly mental effort, which interact with each other over days.

The optimal amount of work on each day is derived from the Bellman equation (Bellman,

1957), which assumes that a person’s goal on each day is to maximize the discounted value gained

by making progress while minimizing the immediate effort cost. In the Bellman equation, the

value of the future state is exponentially discounted. However, a wealth of empirical literature

suggests that people estimate the value function by discounting future rewards hyperbolically

instead of exponentially (Frederick et al., 2002; Frederick et al., 2002; Green, 1982; Green and

Myerson, 2004). To approximate the hyperbolical discounting, inspired by (Fedus et al., 2019),

we showed that we can compute the state-action value according to the hyperbolic discounting

factor by an integral of an infinite set of state-action values in a standard exponential discounting

manner. The following results qualitatively hold if the value of the future state is exponentially
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discounted. For simplicity, we demonstrate the results only from exponential discounting.

We model the reward-performance and cost-effort functions as generally as possible to cap-

ture the variety of relationships in the real world and across different individuals. We evaluate

the consequence of procrastination by 1) the performance, i.e., the final proportion completed,

and 2) the feeling of exhaustion, i.e., the total cost of mental effort.

The details of the model framework are below.

We assumed discrete time; we arbitrarily refer to the unit of time as a day. We denote by 𝑇

the total number of days provided to complete the task (deadline). A small 𝑇 suggests a shorter

total time. The agent chooses an action every day from 1 to 𝑇 . We define the task state 𝑠 as the

work progress: the proportion of task completion (between 0 and 1).

2.2.1.1 Reward Schedule: Delayed Reward

The reward schedule that we believe is representative of real-world situations of procrastina-

tion is delayed reward, where the agent does not receive any reward until 𝑇 + 1. For example,
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homework is only graded one day after the deadline. We formalize the reward schedule as follows:

𝑟𝑡 =


0 when 𝑡 < 𝑇 + 1

𝑅(𝑠𝑇+1) when 𝑡 = 𝑇 + 1
(2.1)

where 𝑅(𝑠𝑇+1) is the reward given in the end and 𝑡 = 1, 2, ..,𝑇 ,𝑇 + 1.

2.2.1.2 Task Reward

We assume a power-law relationship between task reward and final proportion completed

(i.e., final performance) (Fig. 3.5b).

𝑅(𝑠𝑇+1) = 𝛼𝑠
𝛽

𝑇+1. (2.2)

𝛼 denotes the maximum reward. 𝛽 is the exponent of the power-law relationship between the

maximum reward and final performance.

Despite this simplicity, this relationship has the potential to represent various reward rules

in real-world scenarios as well as capture individual levels of perfectionism.

First, 𝛽 can represent reward rules: a relationship between the value of an external reward

and final performance, with a higher 𝛽 indicating a higher stake. One extreme reward rule with

the highest stake is having 𝛽 → ∞, which represents the make-or-break case where the external

reward is all-or-none. A real-world scenario is work paid only if it is complete. A reward rule

with a lower stake could be proportional (𝛽 = 1), in which the payoff is proportional to the

proportion completed. A real-world scenario is a wage worker who is paid by the hour. There

are also real-world reward rules sitting between these two extremes.

Second, in cases where the relationship between the external reward and final performance is

not well defined (e.g., giving a presentation), people value their performance subjectively, in other

words, how satisfied and how rewarded they feel about their final performance. In these cases,

𝛽 has the potential to capture individual levels of perfectionism. Perfectionists tend to have
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all-or-nothing thinking, whereby only total success or total failure exist as outcomes (Flett et al.,

1995). They have difficulty appreciating any progress made towards a goal; as long as the task is

incomplete, it seems that nothing at all has been accomplished. We formalize this all-or-nothing

thinking by a power-law relationship between the subjective reward and the final performance.

The larger the exponent 𝛽 , the higher the level of perfectionism. When the exponent 𝛽 is ex-

tremely large (𝛽 → ∞), the agent only feels rewarded when the work is nearly perfect, with the

satisfaction level being all-or-nothing. We further designed a questionnaire and collected data to

verify that this power-law relationship could represent the all-or-nothing aspect of perfectionism

(See Results).

In the result session, for the sake of convenience, we interpret this power-law relationship

only as the level of perfectionism. Note that the results related to individual levels of perfection-

ism apply to reward rules as well. In the discussion section, we will discuss both interpretations:

the reward rule and the individual level of perfectionism.

2.2.1.3 Effort Cost

Working on a task requires the agent to invest mental effort, and such effort is costly. Em-

pirically, researchers suggest that the cost function of effort could be convex, linear, or concave

(Kool and Botvinick, 2018). So to cover all the possible shapes of the cost function (to have cost

function to be generally enough), we assumed that the cost function follows a power law (Fig.

3.5c),

𝐶 (𝑎) = 𝐶max𝑎
_, (2.3)

where 𝑎 denotes the amount of effort. 𝐶max denotes the maximum cost–how aversive the task is

(𝐶max > 0). When _ > 1, the cost function is convex: increasing cost is associated with successive

increments in effort (Navon and Gopher, 1979; Glimcher and Fehr, 2013). When _ < 1, the cost

function is concave: the cost is relatively sensitive to increases in effort when it is low, but not
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when it is high (Kool and Botvinick, 2018). From now on, we refer to 𝐶 (𝑎) = 𝐶max𝑎
_ with _ > 1

convex cost function, and we refer to 𝐶 (𝑎) = 𝐶max𝑎
_ with _ < 1 concave cost function.

2.2.1.4 Optimal Policy

In a state 𝑠 , at time 𝑡 , the goal of the agent is to maximize the sum of the task reward gained

by making progress and the discounted value of the next state. Meanwhile, the agent needs

to minimize the effort cost. To reach this goal, the optimal policy is derived from the Bellman

equation (Bellman, 1957).

We assume that the agent is in an environment with fun activities as distractions (e.g., surfing

social media, eating snacks), so the agent faces two options every day: either working on the task

or having fun in alternative activities instead. We denote the utility of alternative activities as 𝐽 .

If the agent chooses to have fun (𝑎 = 0) (Fig. 3.5a), then they get an immediate small utility of

alternative activities 𝐽 , and they stay in the same state. The value of the state-action pair is

𝑄𝑡 (𝑠, 𝑎 = 0) = 𝐽 + 𝑟𝑡 + 𝛾 𝑉𝑡+1(𝑠), (2.4)

where the value of 𝑠 is specified as

𝑉𝑡 (𝑠) = max
𝑎

𝑄𝑡 (𝑠, 𝑎) . (2.5)

𝛾 is the discount rate, which determines how much the state value is discounted on the next day

(𝛾 ∈ [0, 1]). The larger 𝛾 , the more the agent takes future value into account.

By contrast, if the agent decides to work (𝑎 > 0) (Fig. 3.5a), then the agent moves the task

forward to a new state 𝑠′ and pays the effort cost immediately. The value of the state-action pair

is

𝑄𝑡 (𝑠, 𝑎 > 0) = 𝑟𝑡 −𝐶 (𝑎) + 𝛾 𝑉𝑡+1(𝑠′). (2.6)
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Here, we assumed a simple deterministic linear relationship between 𝑠 and 𝑠′, 𝑠′ = 𝑠 + [𝑎: every

additional unit of effort adds a fixed amount of progress scaled by the task difficulty. [ represents

the level of difficulty of a task. The larger the [, the easier the task for the agent. Here, we let

[ = 1 without loss of generality. Therefore, we have 𝑠′ = 𝑠 + 𝑎, or additional progress is equal to

the amount of effort Δ𝑠 = 𝑎. Since 𝑠 is between 0 and 1, 𝑎 is between 0 and 1 as well. If an agent

chooses to work, the minimum effort an agent can make should be some value above 0. Here,

we choose an arbitrary number as 𝑎 = 0.01 for the sake of computation expense in the model

simulation.

𝑄𝑡 (𝑠, 𝑎) is derived from solving the Bellman equation using dynamic programming. A policy

consists of the amount of effort made each day. The optimal policy maximizes 𝑄𝑡 (𝑠, 𝑎) on each

day:

𝜋𝑡 (𝑠) = argmax
𝑎

𝑄𝑡 (𝑠, 𝑎). (2.7)

2.2.1.5 Total Effort Cost

We evaluate the exhaustion level of working by the total cost of mental effort following the

optimal policy:
∑
𝑎
𝐶 (𝑎).

2.2.2 Results

2.2.2.1 Three Patterns of Procrastination

Though the definitions of procrastination in the literature are different, they all agree on

one essential behavioral element: delay in working. So, we define procrastination as a delay in

starting work before task completion, i.e., 𝑎 = 0 when 𝑠 < 1.

We first explored the parameter space in our model to look for procrastination behavior in

the optimal policies and found three procrastination patterns. Then we further explored the

effect of the following on procrastination, which are parameters that might represent individual
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differences (_, 𝛽,𝛾,𝐶max), parameters of task characteristics (maximum reward 𝛼 , total time𝑇 and

𝛽), and the utility of alternative activities (𝐽 ) (Table 2.1). So, the results are divided into two major

sections: three procrastination patterns and the correlates of procrastination.

Table 2.1: List of parameters and their psychological interpretations.

parameters psychological interpretations
𝛼 ∈ [0, 1] maximum task reward
𝑇 ∈ Z+ total time
𝛽 > 0 level of perfectionism or reward rule
_ > 0 shape of cost function
𝛾 ∈ [0, 1] discount rate
𝐶max > 0 task aversion
𝐽 > 0 utility of alternative activities

For all the results, we provide intuition to ease the understanding of the model. Our results

are all verified by Monte Carlo simulations.

Our model produces four patterns of work progress, three of which show procrastination.

Four patterns of work progress are: 1) ramping up without delay in the beginning (Fig. 2.2a),

2) a delay in the beginning and then ramping up (Fig. 2.2a), 3) working at the last minute (Fig.

2.2a), and 4) not working at all (Fig. 2.2a). The last three patterns show procrastination (delay in

the beginning). Working at the last minute could be viewed as an extreme case of a delay in the

beginning and then ramping up. Fig. 2.2b illustrates the overall summary of the parameter space

in which we can observe these three procrastination patterns. In the following sections, We will

return to Fig. 2.2b to discuss in great detail which parts of the parameter space we get these three

procrastination patterns.

A delay in the beginning, and then ramping up. A delay in the beginning and then

ramping up is an optimal policy where the agent postpones working on the task in the early days

and then gradually increases the amount of effort over the days toward the deadline. We explored

the parameter space to determine the necessary conditions for this procrastination pattern. We

21



maximum cost cmax

ex
po

ne
nt

 o
f c

os
t f

un
ct

io
n 

=1.9 

=1, J=0

a b

not working at all 

working last-minute

no delay

a delay in starting work and then ramping up

0.1 0.4 0.7 1 1.3 1.6 1.9 2.2 2.5

0.1

0.4

0.7

1

1.3

1.6

1.9

2.2

2.5

1 2 3 4 5 6
time  t

0
0.5

1
1 2 3 4 5 6

0
0.5

1pr
og

re
ss

  Δ
s

1 2 3 4 5 6
0

0.5
1

1 2 3 4 5 6
0

0.2
0.4

Figure 2.2: Temporal patterns of work progress and its associated parameter space. (a) Patterns of the
time course of work progress: (from the top panel to the bottom panel) no delay, a delay in starting work
and then ramping up, working last-minute, and not working at all. (b) The parameter space where four
temporal patterns of work progress were found in panel a.

first explored the space where an agent has a convex cost function (_ > 1) and then explored the

area where an agent has a concave cost function (_ < 1).

If an agent has a convex cost function (_ > 1), a necessary condition to find this procrasti-

nation pattern is that the agent discounts the future reward (𝛾 < 1). The stronger the temporal

discounting (having a smaller 𝛾 ), the more likely the agent delays in the beginning. In contrast,

an agent who discounts future rewards to a lesser degree does not procrastinate in the beginning

days; they start working from the first day (Fig. 2.2b darker blue cases).

Why does an agent with stronger temporal discounting delay initially and then ramp up later?

We provide intuition here. Each day, an agent evaluates the value and cost of making efforts.

The value of making efforts is temporarily discounted. For an agent with stronger temporal

discounting, the discounted future reward tends to be less than the cost of making efforts, and as

a result, it is not worth working on that day. The next question is why procrastination happens

at the beginning and not at the end. It is because the discounting factor for a future reward is
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given by𝛾𝑇−𝑡 , which means that rewards in the distant future are discounted more heavily during

earlier days than on later ones. So, in the early days, the agent will tend to choose not to work, and

when the deadline is closer, they gradually increase the amount of effort towards the deadline.

If an agent has a concave cost function (_ < 1), they only work for one day, and that is the last

day. Working only on the last day is a special case of a delay in the beginning and then ramping

up. We consider this special case as a separate pattern of procrastination, and we discuss it in the

next session.

Working at the last minute. When an agent has a concave cost function (_ < 1), they work

only on the last day, regardless of the values of the other parameters (Fig. 2.2b). This is because

of the convexity of the cost function.

For a convex cost function (_ > 1), the total cost of dividing the effort into smaller units across

days is lower than the cost of expending the total effort in one day. For example, (Fig. 3.5c) shows

the total cost of dividing the effort into two halves (0.5 effort each day). The total cost of making

0.5 effort per day is 2𝐶′, which is smaller than the total cost of making the full effort in just one

day, 𝐶max.

However, the opposite case is for an agent with a convex cost function (_ > 1), where it is

more costly to divide the effort into smaller units across days rather than expending the total

effort in one day. Fig. 3.5c illustrates that the total cost of making 0.5 effort on each day is 2𝐶′′,

which is larger than the total cost of making the full effort in just one day, 𝐶max. So, the optimal

policy for an agent to maximize the value of making efforts while reducing the total cost is to

work for one day only. The effort the agent makes on the last day depends on the combination

of parameters.

Not working at all. Not working at all is an extreme pattern of procrastination where an

agent does not make any effort for all the days. The necessary condition to find the pattern—not

working at all—is when the utility of alternative activities exceeds the net utility of completing

the task on one day (𝛼 −𝐶max < 𝐽 ); otherwise, if 𝛼 −𝐶max > 𝐽 , agents always choose to work on
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the task.

We studied the additional condition that causes an agent to choose not to work at all. We

found that an agent is more likely to choose not to work at all if the parameters change in any of

the following ways in terms of task characteristics: 1) when the maximum reward task is smaller,

or 2) when the total time is shorter; in terms of individual differences 3) when the exponent of

the cost function is smaller (less convex) (Fig. 2.2b), 4) when the discount rate is smaller (stronger

temporal discounting) (Fig. 2.2b) or 5) when the level of task aversion if higher, or environmental

factor 6) when the utility of alternative activities is greater.

Next, we provide the intuition to understand why an agent chooses not to work at all in the

above cases.

Among all the cases, the reason is straightforward: having a smaller task reward, a higher

level of task aversion, or a higher utility of alternative activities. We can think of extreme cases

where having no task reward (𝛼 = 0) or having an infinite level of task aversion (𝐶max → ∞) or

infinite utility of alternative activities (𝐽 → ∞) is definitely not worth working on.

The fourth case inwhichwe provide intuition is having a smaller exponent of the cost function

(less convex). Due to the convexity of the cost function, given the same amount of effort between

0 and 1, the effort cost per day for an agent with a larger _ is lower than the one with a smaller

_. So, having a smaller exponent of the cost function means having a higher effort cost per day.

That explains why the agent with a smaller _ is more likely to choose not to work at all.

The fifth case has a shorter total time. Note that agents more likely to choose not to work at

all under shorter time only apply to those with convex cost function _ > 1 because agents with

concave cost function _ > 1 work only on the last day and the work amount on the last day is

not affected by the total time (see supplement). We provide intuition here as to why agents are

more likely to choose not to work given a shorter total time. It is due to the convexity of the cost

function again. Agents with a convex cost function reduce the total effort cost by splitting the

work into days. If the total time is shorter, the number of days the agents split the work into is
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fewer; the total effort cost would increase. Thus, the agents are more likely to choose not to work

at all.

The last case has stronger temporal discounting (smaller 𝛾 ). The intuition behind this is that

as stronger temporal discounters discount the future expected reward to a greater degree, they

are less likely to work for the total days. Therefore, they have a higher total cost and are more

likely to choose not to work at all.

2.2.2.2 The Correlates of Procrastination

Many factors contribute to procrastination. Here, in terms of individual differences, we high-

lighted the effects of the discount rate, the exponent of the cost function, and the level of per-

fectionism. In terms of task characteristics, we highlight the given total time. Specifically, we

evaluate the effect on 1) the temporal dynamics of work progress, 2) the number of days of delay:

the number of days agents choose not to work before the task completion, 3) the performance:

the final proportion completed, and 4) the total effort cost. Please refer to the supplement to see

the results from those factors that affect procrastination in an obvious way: Agents procrasti-

nate for longer with higher levels of task aversion under a lower maximum task reward; agents

procrastinate for longer, given the higher utility of alternative activities.

Stronger temporal discounters procrastinate for longer. We simulated the time course

of progress among agents with various discount rates and found that an agent with stronger

temporal discounting procrastinates for longer and finishes less work in the end. Even in some

cases, an agent with stronger temporal discounting finishes the whole task; they pay a higher

total cost (more exhausted). Fig. 2.3 upper panel illustrates that an agent with stronger temporal

discounting procrastinates for longer days and has less work done. In one extreme case, the

agent does not discount future reward (𝛾 = 1) at all and does not procrastinate. They work

steadily over days and complete the task in the end. Another extreme case is an agent who does

not consider the future reward (𝛾 = 0). They do not start working until the last day and leave
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Figure 2.3: Effects of discount rate on the time course of progress, the number of days of delay, the final
proportion completed, and the total cost. The upper panel shows that the stronger temporal discounters
work less in the end (𝐶max = 7, _ = 3); the lower panel shows that stronger temporal discounters pay more
total effort cost while completing the task (𝐶max = 0.5, _ = 2).

the task unfinished. Fig. 2.3 lower panel illustrates that another agent with stronger temporal

discounting procrastinates more. More importantly, different from Fig. 2.3 upper panel, even

though they complete the task, rushing in the end (e.g., 𝛾 = 0.1) is costly. They pay a higher total

cost (more exhaustion) to reach the same performance.

Intuitively, stronger temporal discounters are more myopic and discount the future reward to

a greater degree. Therefore, they have more days of delay, have less work done, and pay higher

total costs.

Agents with convex cost functions procrastinate less than those with concave cost

functions, and less convexprocrastinate for longer. We simulated the time course of progress

among agents with concave or convex cost functions. We found that agents with convex cost

functions, compared to those with concave cost functions, have fewer days of delay. Fig. 2.4a

illustrates where an agent with a concave cost function procrastinates for six days, whereas an

agent with a convex cost function _ = 1.8 procrastinates for four days. Intuitively, as we know,
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Figure 2.4: Effects of the shape of the cost function on the time course of work progress, the number of
days of delay, final proportion completed, and total cost.

agents with concave cost functions, if they work, only work on the last day; namely, they pro-

crastinate for 𝑇 − 1 days. In contrast, agents with convex cost functions would divide the effort

across days to reduce the total effort cost so that they would procrastinate for fewer days.

In terms of performance, the change is not unidirectional. An agent with a convex cost func-

tion can get more or less work done than an agent with a concave cost function.

Among agents with convex cost functions, we simulated the time course of progress among

agents with various _ and found that if 𝐽 = 0, an agent with a larger _ procrastinates for fewer

days. Fig. 2.4a shows an example of having a larger exponent of the cost function _ = 3 pro-

crastinates for only one day, three days fewer than the one having _ = 1.8. Intuitively, due to

the convexity of the cost function, agents with larger _ have lower effort costs per day. It would

encourage them to work for more days to reduce the total effort cost. If 𝐽 > 0, we did not find

the above relationship. In terms of performance, the change is not unidirectional.

A diverse relationship between levels of perfectionism and procrastination. We sim-

ulated the time course of progress among agents with various levels of perfectionism. We found

a variety of relationships between the level of perfectionism, the number of days of delay, and the

final proportion completed. We first illustrate the variety of relationships with some examples

and provide the intuition needed to understand the reason.

Fig. 2.5b1 and Fig. 2.5d1 illustrate two opposite trends of the relationship between perfection-

ism and procrastination. Fig. 2.5b1 shows where an agent with a higher level of perfectionism

27



0 0.2 0.4 0.6 0.8 1
discount rate 

0

0.2

0.4

0.6

0.8

1

fin
al

 p
ro

po
rti

on
 c

om
pl

et
ed

=0.5
=2
=3.5

1 2 3 4 5 6 7 8 9 10
0

0.05

0.1

0.15

0.2

0.25
=0.5
=2
=3.5

0.5 1.5 2.5 3.5
level of perfectionism 

0

2

4

6

8

10

da
ys

 o
f p

ro
cr

as
tin

at
io

n

0.5 1.5 2.5 3.5
level of perfectionism 

0

0.2

0.4

0.6

0.8

1

fin
al

 p
ro

po
rti

on
 c

om
pl

et
ed

1 2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4
=0.5
=2
=3.5

0.5 1.5 2.5 3.5
level of perfectionism 

0

2

4

6

8

10

da
ys

 o
f p

ro
cr

as
tin

at
io

n

0.5 1.5 2.5 3.5
level of perfectionism 

0

0.2

0.4

0.6

0.8

1

fin
al

 p
ro

po
rti

on
 c

om
pl

et
ed

1 2 3 4 5 6 7 8 9 10
0

0.05

0.1

0.15

0.2

0.25
=0.5
=2
=3.5

0.5 1.5 2.5 3.5
level of perfectionism 

0

2

4

6

8

10

da
ys

 o
f p

ro
cr

as
tin

at
io

n

0.5 1.5 2.5 3.5
level of perfectionism 

0

0.2

0.4

0.6

0.8

1

fin
al

 p
ro

po
rti

on
 c

om
pl

et
ed

discount rate =0.1 

discount rate =0.35 

discount rate =0.4 

a

b1 b2 b3

c1 c2 c3

d1 d2 d3

=0.1 0.35 0.4 

pr
og

re
ss

 Δ
s

pr
og

re
ss

 Δ
s

pr
og

re
ss

 Δ
s

time t

time t

time t

Figure 2.5: Diverse relationship between levels of perfectionism and procrastination. (a) The effect of
discount rate on final proportion completed at three levels of perfectionism. (b1,2,3) The effect of the level
of perfectionism on the time course of progress, the number of days of delay, and the final proportion
completed when the discount rate is at 0.1. (c1,2,3) when the discount rate is at 0.35. (d1,2,3) when the
discount rate is at 0.4.
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procrastinates for longer and finishes less work. An extreme case in this example is that an agent

with 𝛽 = 3.5 does not work at all. In contrast, Fig. 2.5d1 shows the opposite trend: an agent with

a higher level of perfectionism procrastinates for fewer days and finishes more work in the end.

However, the agent with the same level of perfectionism 𝛽 = 3.5 in this example is at the opposite

extreme. They work all day and complete the task in the end.

There are also cases where a mixed version of these two opposite trends exists. For example,

as Fig. 2.5c1 illustrates, in a specific range of levels of perfectionism (0.5 < 𝛽 < 2), an agent with

a higher level of perfectionism procrastinates for fewer days and finishes more work in the end,

whereas in another range of levels of perfectionism (2 < 𝛽 < 3.5), an agent with a higher level of

perfectionism procrastinates for longer and finishes less work in the end.

The observed mixed trend arises due to the concurrent presence of two opposite trends. So,

understanding why the two opposite trends exist is the key to understanding the diverse rela-

tionship between perfectionism and procrastination.

The two opposite trends are found at two different discount rates while keeping all the other

parameters the same. The trend of having a higher level of perfectionism leading to more pro-

crastination is found in a stronger temporal discounter (𝛾 = 0.1), and the opposite trend is found

in a weaker temporal discounter (𝛾 = 0.4).

Why does the trend flip from stronger to weaker temporal discounters? To find out why,

we simulated the progress of agents with different discount rates. We plotted their performance

against various discount rates at each example perfectionism level (Fig. 2.5a). The key finding is

that as the discount rate lowers, there is a jump from choosing to complete the task to choosing

not to work at all in an agent with high perfectionism (as long as 𝛽 > _, here _ = 3); the final

proportion completed jumps from 1 to 0 (Fig. 2.5a darker green curve). As the level of perfection-

ism increases, the performance function of the discount rate approaches the high perfectionism’s

function with the jump (Fig. 2.5a lighter green curves). This jump between not working at all

and completing the task in an agent with high perfectionism causes the opposite trend. Why is
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there a jump in an agent with a high level of perfectionism (as long as 𝛽 > _)? It is because an

agent with a high level of perfectionism has a more curved reward function. In other words, if

an agent completes the task only partially, the reward is disproportionate to the performance.

For example, very little reward is offered even when the task is almost finished. Therefore, it is

not worth it to leave the task partially done. An agent with a high level of perfectionism should

either choose to complete the task or choose not to work at all.

We then give an insight into why the trend is flipped from stronger to weaker temporal dis-

counters, i.e., stronger temporal discounters procrastinate more. In comparison, weaker temporal

discounters procrastinate less than agents with high perfectionism. Stronger temporal discoun-

ters are more myopic and barely look ahead. As a result, at the beginning of the task, they value

only the expected reward they gain and overlook the reward they gain in the end. Therefore, if

they have a high level of perfectionism, they will not feel like working because the reward for the

initial effort is disproportionally low. However, weaker temporal discounters tend to take the far

future into account. As a result, at the beginning of the task, they value the reward they gain far

into the future. If they have a high level of perfectionism, they work hard to complete the task

because they foresee that the reward is decent only if they complete the task.

Last, for an agent with a high level of perfectionism, varying discount rates is not the only

way to have this flip of trend. Other ways include varying the maximum task reward, the total

time, the exponent of the cost function, the level of task aversion, or the utility of alternative

activities.

Agents switch from not working at all to working all days, given longer total time.

Since agents with a concave cost function only work for one day, and their procrastination is

not affected by the total time, we studied the effect of the total time on procrastination only in

agents with convex cost functions. We found that given a longer total time, agents switch from

not working at all to working all days, i.e., they procrastinate for fewer days and finish more

work. Fig. 2.6 illustrates an example where agents choose not to work at all if 𝑇 = 3, but given
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Figure 2.6: Effects of the total given time on the time course of work progress, the number of days of
delay, final proportion completed, and total cost.

one more day, the agents work all days. It is due to the convexity of the cost function again. An

agent with a convexity cost function splits the work into days to reduce the total effort cost. If

the allotted total time is too short, the total effort cost would be more than the task reward; as

a result, the agent chooses not to work at all. However, the agent will choose to work once the

total time is long enough for the task reward to outweigh the total effort cost. As the task reward

barely outweighs the total effort cost, the agent will work every day to reduce the total effort cost

to the maximum.

2.2.2.3 Empirical Support of the Potential to Represent Perfectionism.

In the model session, to characterize perfectionism, we proposed the power-law relationship

between the utility of the task reward and the proportion of task completion. Specifically, given

the same proportion of task completion, a person with a higher level of perfectionism will always

have a lower level of satisfaction until the task is complete. In other words, a person with a higher

level of perfectionism has a larger exponent 𝛽 of the power law function.

However, our proposal remains theoretical, and supportive empirical evidence is needed. We

designed an experiment to verify that this power-law relationship represents perfectionism. The

goal was to examine whether the perfectionism individual score (measured by the commonly

used perfectionism scale (Flett et al., 1995) correlates with the exponent 𝛽 of our proposed power
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Figure 2.7: Empirical support of the model’s potential to represent the level of perfectionism. Left panel:
People’s satisfaction level as a function of their final performance is well fit by a power law function of
exponent 𝛽 . Right panel: The fitted exponent of the power law function, which indicates our model’s level
of perfectionism correlatedwith people’s self-reported perfectionism level indicated by their perfectionism
scale score.

law function. To compute 𝛽 at the individual level, we developed a questionnaire. In the ques-

tionnaire, subjects were asked to imagine that they were assigned to a task, and based on different

proportions of the task they completed in the end, they were asked to indicate their level of sat-

isfaction on a scale from 0 to 100. An example item was ”If you complete 60% of the hypothetical

task, please indicate your satisfaction level on a scale from 0 to 100.” Then, to compute the expo-

nent 𝛽 , we fit a power law function to each subject’s reported level of satisfaction as a function

of the proportion of completion in the hypothetical task (Fig. 2.7 left panel).

We found a significant positive correlation between the individual scores in the perfectionism

scale and the exponent 𝛽 of the power-law function to which we fit the data (𝑟 = 0.22, 𝑝 <

0.0001) (Fig. 2.7 right panel). We conclude that our proposed power-law relationship between

the utility of the task reward and the proportion of task completion has the potential to represent

perfectionism.
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2.3 Part 2: Interventions

Empirical studies showed that two interventions effectively reduced procrastination or in-

creased final performance. One involves rewarding immediately instead of in a delayed manner

(Zhang andMa, 2023a; Lieder et al., 2019; Milkman et al., 2014; Woolley and Fishbach, 2016; Wool-

ley and Fishbach, 2017). Another involves interim deadlines (Ariely and Wertenbroch, 2002).

Zhang et al. found that by rewarding upon task completion versus rewarding after the dead-

line, people had fewer days of delay (start working earlier) and even completed the task earlier

before the deadline (Zhang and Ma, 2023a). We modeled the intervention, reward upon task com-

pletion, in the framework of our normative theory to see if the model prediction is aligned with

the empirical results (Fig. 2.8). Besides the intervention reward upon task completion, we also

tested the other two immediate reward inventions with higher levels of immediacy than the re-

ward upon task completion. They involve immediate reward while agents are making progress

before the task completion. One is an immediate reward at each milestone, e.g., rewarding once

completing every third of the task (Fig. 2.8). Another one, and the highest level of immediacy, is

rewarding each unit of progress (Fig. 2.8). The model predictions provide interesting hypotheses

that are worth testing empirically in the future.

Ariely et al. designed an error correction task to test the effect of interim deadlines on per-

formance. Participants were asked to correct grammar errors in three texts, each with 100 errors.

Subjects had up to 21 days to work on the task. The experimental condition is an evenly-spaced

deadline with a penalty of missing each interim deadline (Fig. 2.9). In specific, participants were

asked to complete one text every seven days. If the text submission is delayed, there is a small

monetary penalty (i.e., 3%) for each day of delay. While in control condition, there is a single dead-

line on the last day. They found that more errors were corrected in the interim deadline condition

than in the single deadline condition. We modeled this intervention—interim deadlines—in our

theoretical framework and predicted the effect of interim deadlines on the time course of work
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Figure 2.8: Immediate reward interventions with different immediacy levels.

Figure 2.9: interim deadline intervention.

progress and the number of days of delay, which can be tested in future experiments.

2.3.1 Model

2.3.1.1 Immediate Rewards

The control condition –Delayed Reward– is formalized in Part 1. We have repeated the for-

mula here to facilitate the comparison with other interventions.
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Control Condition.

𝑟𝑡 =


0 when 𝑡 < 𝑇 + 1

𝑅(𝑠𝑇+1) when 𝑡 = 𝑇 + 1
(2.8)

The other interventions are formalized as below.

Reward Upon Task Completion. There is no reward until the task is completed.

𝑟𝑡 =


0 when 𝑆𝑡 < 1

𝑅(1) when 𝑆𝑡 = 1
(2.9)

Reward EachMilestone. Let’s say there are 𝑛 milestones. 𝑛 ∈ 2, 3, 4, .... The reward for each

milestone is based on the proportion of completion at the moment of completing the milestone.

𝑟𝑡 =



0 when 𝑆𝑡 <
1
𝑛

𝑅( 1
𝑛
) when 𝑆𝑡 =

1
𝑛

0 when 1
𝑛
< 𝑆𝑡 <

2
𝑛

𝑅( 2
𝑛
) − 𝑅( 1

𝑛
) when 𝑆𝑡 =

2
𝑛

...

0 when 𝑛−1
𝑛

< 𝑆𝑡 < 1

𝑅(1) − 𝑅(𝑛−1
𝑛
) when 𝑆𝑡 = 1

(2.10)

Reward Each Unit of Progress.

𝑟𝑡 = 𝑅(𝑠𝑡+1) − 𝑅(𝑠𝑡 ). (2.11)
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2.3.1.2 Interim Deadlines

In our model of Experiment 2 from Ariely et al., we retain the delayed reward condition. In

addition, there is a penalty for failing to meet interim deadlines. The policy for penalization

is delineated as follows: The total time is set at 𝑇 = 21, with the maximum reward being $30.

Deadlines are evenly spaced, with an interim deadline occurring every seven days. Participants

are required to complete an additional 1
3 of the total work every seven days. Therefore, by the

7th day, 13 of the work should be completed, by the 14th day, 23 of the work should be completed,

and by the 21st day, the entire work should be completed. If an intermediate deadline is missed,

a daily penalty ensues, where each day’s delay results in a $1 deduction (approximately 3% of

the maximum reward); for simplicity, designate this loss as 𝑙𝑡 = 0.03. It’s important to note that

penalties are cumulative for each missed interim deadline. For example, if by the 14th day, the

progress is less than 1
3 , the penalties for missing both the first (completing less than 1

3 of the

work by the 7th day) and the second interim deadlines (completing less than 2
3 of the work by the

14th day) are applicable, culminating in a loss of 𝑙𝑡 = 0.06. There are no additional rewards for

submitting work before these interim deadlines.

𝑄𝑡 (𝑠, 𝑎 = 0) = 𝐽 + 𝑟𝑡 − 𝑙𝑡 + 𝛾 𝑉𝑡+1(𝑠), (2.12)

𝑄𝑡 (𝑠, 𝑎 > 0) = 𝑟𝑡 −𝐶 (𝑎) − 𝑙𝑡 + 𝛾 𝑉𝑡+1(𝑠′). (2.13)

where 𝑙𝑡 is the associated loss at time 𝑡 due to the policy of penalty. 𝑙𝑡 is in both the state-action

value function for having fun or for working.
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𝑙𝑡 =



0 when 𝑡 < 7

0.03 if 𝑆𝑡 < 1
3 , when 7 ≤ 𝑡 < 14

0 if 𝑆𝑡 ≥ 1
3 , when 7 ≤ 𝑡 < 14

0.06 if 𝑆𝑡 < 1
3 , when 14 ≤ 𝑡 < 21

0.03 if 1
3 ≤ 𝑆𝑡 <

2
3 , when 14 ≤ 𝑡 < 21

0 if 𝑆𝑡 ≥ 2
3 , when 14 ≤ 𝑡 < 21

0.09 if 𝑆𝑡 < 1
3 , when 𝑡 = 21

0.06 if 1
3 ≤ 𝑆𝑡 <

2
3 , when 𝑡 = 21

0.03 if 2
3 ≤ 𝑆𝑡 < 1, when 𝑡 = 21

0 if 𝑆𝑡 = 1, when 𝑡 = 21

(2.14)

2.3.2 Results

2.3.2.1 Immediate reward

We simulated the time course of progress across the entire parameter space under three dif-

ferent immediate reward interventions and compared these to the control condition, which was

a delayed reward scenario.

Regarding the time course of progress, we present an example in Fig. 2.10d, demonstrating

the differences in the time courses of progress under the three immediate reward interventions

compared to the delayed reward. With the delayed reward, the agent procrastinates for the first
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Figure 2.10: The effects of all immediate reward interventions (a) on the number of days of delay, (b) on
task completion day, (c) on final proportion completed, and (d) on the time course of progress.

three days but begins work immediately under the immediate reward conditions. Furthermore,

the agent completes the task several days ahead of the deadline when immediate rewards are

offered, whereas it finishes the task on the final day when only a delayed reward is available.

Additionally, the agent completes the task one day sooner when rewards are given for each unit

of progress or for reaching each milestone (indicating a higher level of immediacy) than when

the reward is given only upon completion of the task (a lower level of immediacy).

In terms of procrastination, we found that offering immediate rewards reduces the number

of days of delay (Fig. 2.10a). The higher immediacy of interventions, the fewer days of delay

observed.

Moreover, offering immediate rewards helps agents complete the task before the deadline (Fig.

2.10b). This is in contrast to the delayed reward condition, where agents always complete tasks

on the last day.

With respect to performance, agents get more work done in rewarding upon completion or in

rewarding each unit of progress than in control condition (Fig. 2.10c). On average, a higher level

of immediacy in the intervention corresponds to an increase in the amount of work completed

by the agents.
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Figure 2.11: The effects of interim deadline interventions (a) on the number of days of delay, (b) on task
completion day, (c) on final proportion completed.

2.3.2.2 Interim deadlines

We simulated the time courses of progress under interim deadlines condition and compared

the results with those from the control condition, namely the delayed reward or, for the sake of

comparison, what we could term the single deadline condition. We found that interim deadlines

reduce the number of days of delay, help agents complete tasks earlier than the deadline, and

help agents get more work done (Fig. 2.11).

There emerge two distinct progress patterns under the interim deadlines (Fig. 2.12). Fig. 2.12

left panel illustrates the first pattern, which consists of three sequential ramping activities, each

aligning with an interim deadline. Fig. 2.12 right panel illustrates the second pattern, where there

is a single ramping activity leading up to the final deadline.
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Figure 2.12: The effects of interim deadline interventions on the time course of progress. The left panel
and right panel show two distinct patterns of time course of progress.

2.4 Discussion

We propose a normative account of the temporal dynamics of procrastination. This normative

theory predicts three patterns of procrastination: a delay in the beginning and then ramping up,

working at the last minute, and not working at all. This theory also predicts several correlates of

procrastination in terms of personality traits and task characteristics. Last, the theory reproduced

the effect of interventions on reducing procrastination or improving performance, as suggested

by the empirical literature.

Here, we discussed the empirical literature related to our model predictions and how our

model can be improved in several aspects.

Our model predicts three procrastination patterns. A delay in the beginning and then ramp-

ing up is an often-seen pattern in the literature (Konradt et al., 2021; Vangsness and Young, 2020;

Vangsness and Young, 2020; Putnik et al., 2013; Dewitte and Schouwenburg, 2002). Konradt et

al. asked students to self-report their effort allocation over time during exam preparation. They
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found that most students (41.6%) delay working initially and then ramp up. Similarly, Dewitte and

Schouwenburg asked the students to report weekly the hours they spent studying. They found

that all students tend to postpone most of their study activities to the last week before an exam,

and that a hyperbolic curve could nicely describe this trend. Vangsness and Young observed the

real-world behavior of undergraduate students completing their mandatory research credits by

participating in research opportunities over a semester. They found that 18.9% of all the students

had the temporal pattern of work progress as a delay in the beginning and then ramping up.

Punik et al. observed how students worked on an online assignment and observed indirect evi-

dence of ramping up towards the deadline, i.e., the number of views and posts increasing towards

the deadline. Working at the last minute (e.g., did not work on the first six days and rushed to

complete the task on the last day, (4.4%) and not working at all (18.3%) were observed in Zhang

and Ma 2023.)

However, there are patterns of work progress observed in the real world but not predicted

by our model. For example, Vangsness and Young categorized the temporal pattern of work

progress into three categories. Besides procrastination (18.9%) and steady working (60.3%), they

also observed early completion (they call them pre-crastinator): they completed the task ahead of

the deadline, 20.8%). Similarly, Konradt et al. found that in students’ self-reported time course of

work progress, besides dominant procrastination pattern (41.6%) and steady working (33.0%), few

students have U-shape (11.7%) or inverted U-shape (13.5%). Zhang and Ma also observed U-shape

in a few participants.

Our model predicts that stronger temporal discounters procrastinate for longer, and this is

consistentwith empirical evidence (Zhang andMa, 2023a). All the othermodel predictions remain

to be tested empirically, including the effect of the shape of the cost function, the diverse effect

of perfectionism depending on personality traits and task characteristics, and the effect of given

total time.

Our model can be improved in several other aspects besides predicting other patterns of time

41



course of progress (e.g., early completion). First, we assumed a deterministic state transition for

simplicity. This state transition could instead be stochastic.

Second, themapping from effort to progress sometimes depends on the task state; for instance,

when writing a paper, even though wemake the same amount of effort, we might make very little

progress in the beginning but much more progress later. But this mapping is state-independent

in our model.

Third, we often do not face one task only in real-world scenarios. We usually have multiple

tasks at hand, and from moment to moment, we need to decide which task we would like to

work on. However, so far, our model only targets a single task. To model a multi-task situation,

we need to consider switching costs between tasks (Wylie and Allport, 2000; Altmann and Gray,

2002; Gopher et al., 2000). However, our simple model has the potential to be extended to model

a multi-task situation.

Last, sequential decision-making is notoriously challenging from a computational perspec-

tive. Using the Bellman equation to find the optimal solution depends on backward induction,

and several studies show that even for shallow planning depth, humans do not use backward in-

duction (e.g., Hotaling and Busemeyer, 2012; Huys et al., 2015; Zhang and Yu, 2013). So, whether

people are using the Bellman equation to perform optimally in our model framework is a ques-

tion for future experiments. Also, future models need to formulate plausible, bounded rational

strategies as alternatives. Nevertheless, this simple model is a basis for quantitatively examining

procrastination.

2.5 Supplement

Agents with higher levels of task aversion procrastinate for longer

We simulated the time course of progress among agents with various levels of task aversion.

We found that (when J=0), an agent with a higher task aversion procrastinates for longer and
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finishes less work. When J>0, we did not find the above relationship bidirectional.

Agents procrastinate for longer under lower maximum task reward

We simulated the time course of progress under various maximum task rewards. We found

that agents with a smaller maximum reward procrastinate for longer and finish less work in the

end.

Agents procrastinate for longer, given the higher utility of alternative activities

We simulated the time course of progress under various utility of alternative activities. We

found that agents procrastinate for longer and finish less work, given the higher utility of alter-

native activities.
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3 | Temporal discounting predicts

procrastination in a real-world

task

People procrastinate, but why?

What is the key factor contributing to procrastination?

Can we find real-world evidence for better understanding?
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3.1 Introduction

People procrastinate. For instance, people delay filing their taxes until the last minute (Mar-

tinez et al., 2017). Researchers postpone until the last minute registering for academic confer-

ences (Alfi et al., 2007), and submitting abstracts and papers (Flandrin, 2010). College students

commonly put off starting self-paced quizzes and find themselves rushing to complete them by

the end of the semester (Solomon and Rothblum, 1984; Rothblum et al., 1986; Steel et al., 2001).

The question arises: why do people procrastinate? One long-standing hypothesis suggests

that temporal discounting is the mechanism underlying procrastination (O’Donoghue and Ra-

bin, 1999; O’Donoghue and Rabin, 2001; Fischer, 1999; Fischer, 2001; Steel and König, 2006; Steel,

2007). When faced with a task in its initial stages, where the eventual reward is distant, people

temporarily discount the value of that future reward. As a consequence, the temporarily dis-

counted future reward fails to provide sufficient motivation for people to start working until the

deadline looms near. To illustrate, consider the process of writing a thesis. Initially, the perceived

utility of working on the thesis is diminished due to temporal discounting, making it less appeal-

ing than alternative activities like socializing. As a result, a student may delay writing the thesis

until the utility of working on the thesis outweighs the utility of socializing, which occurs as the

deadline approaches.

This hypothesis suggests a positive correlation between the degree to which individuals dis-

count future rewards and the extent of their procrastination. In other words, individuals who

discount future rewards to a greater degree procrastinate more.

However, no empirical evidence for this hypothesis exists (Raphaël andMathias, 2022; Reuben

et al., 2015). Raphaël at al. did not find a correlation between temporal discounting and procrasti-

nation in a survey completion task. Reuben et al. found a correlation in two real-world tasks, each

offering enhanced rewards as incentives for early completion. However, such incentives could be

a confound because the actual correlation might be between temporal discounting and achieve-
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ment motivation (Xin et al., 2020; Lee et al., 2012). Indeed, when early-completion incentives

were removed in a third task, the authors found no correlation between temporal discounting

and procrastination.

In this study, we tested for a relationship between temporal discounting and procrastination.

we looked for a real-world task that satisfied three criteria. First, to rule out the potential con-

found mentioned above, no incentives should be given for early completion. Second, our task

should measure the entire time course of work progress rather than a single endpoint such as

task completion time (Raphaël and Mathias, 2022; Reuben et al., 2015). This is because individ-

uals who complete a task at the same time can exhibit very different patterns of work progress,

as observed in previous studies (Konradt et al., 2021; Vangsness and Young, 2020): some people

maintained steady progress from beginning to end, whereas others made very little progress at

the start and rushed to complete their work on the very last day. Thus, to get a fine-grained met-

ric of procrastination, our task should measure the entire time course of work progress. This, in

turn, requires that the task a) has an unambiguous definition of a unit of work, b) the completion

time of each unit of work is measured, and c) involves multiple units of work to establish a time

course of work progress. Real-world tasks such as writing or taking an academic course often

lack clearly defined units of work. Finally, we need a task in which an individual’s work progress

is not affected by others.

The real-world task that satisfied all the above criteria and used in this study was the research

participation requirement in the Introduction to Psychology course at New York University. To

receive course credit, all enrolled students were required to participate in research studies for a

total of 7 hours before the end of the semester; the semester lasted a total of 109 days. This task

was self-paced, granting students the autonomy to decide when to participate. All three criteria

were met in this task. First, since course credit was independent of the time at which the research

requirement was completed, no incentives were given for early completion. Second, a unit of

work was clearly defined as 0.5 hours because research participation opportunities involved a
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time commitment of 0.5, 1, 1.5, or 2 hours. The vast majority (91.2%) of participation opportunities

took 0.5 hours or 1 hour. The date of each research participation is documented in the NYU Sona

System and is accessible to the system administrator. Students needed to participate multiple

times to fulfill the 7-hour requirement. In practice, all students participated at least 6 times, with

a median of 10 times. Last, research participation opportunities were plentiful: an average of 15

hours per student. Thus, there was no need for students to compete for these opportunities, and

each student’s work progress could reasonably be assumed to be independent of that of others.

The secondary objective of our study is to examine the relationship between risk attitude and

the behavioral level of procrastination. By postponing the research participation until the end of

the semester, students face an increased risk of not being able to complete the 7-hour research

participation, particularly when considering other competing obligations near the end of the

semester, such as final exams. Consequently, procrastination in the research participation task

can be viewed as a risk-seeking behavior. A previous study proposed that therewas no correlation

between risk attitude in active risk-taking and self-reported procrastination (Keinan and Bereby-

Meyer, 2012). We examined the relationship between people’s risk attitude and procrastination

behavior in this real-world research participation task.

3.2 Methods

3.2.1 Procedure

To estimate the students’ temporal discount rate and risk attitude at an individual level, we

sent email invitations with a link to our online study to all the students enrolled in the Intro-

duction to Psychology course two weeks after the semester ended. In the email, we provided

a broad description of the study’s aim, investigating the factors that influence student research

participation. However, we did not disclose the specific focus of the study on procrastination.
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Participants were compensated with $5 for their participation and had the opportunity to

earn a bonus of up to $66 based on their choices during the tasks. This study was approved by

New York University’s Institutional Review Board (IRB-FY2020-4262), and it was pre-registered

on Open Science Framework (https://osf.io/4sxrw). Experimental stimuli, anonymized data, and

scripts for analysis are available through the Open Science Framework (https://osf.io/z548y/).

3.2.2 Measures

Behavioral indices of procrastination. We pre-registered four indices to quantify procras-

tination: Mean Unit Completion Day (MUCD), the Day of Halfway Point (Rothblum et al., 1986),

Task Completion Day (Raphaël and Mathias, 2022; Reuben et al., 2015; Howell et al., 2006) and

Hours of research participation in the Last Third of the semester (Hours in Last Third Semester)

(Solomon and Rothblum, 1984).

Mean unit completion day (MUCD) is the average of the completion days of the fourteen half-

hour work units (formula below). We consider a general situation in which a person completes

N half-hour units of work over T days. We denote the number of units completed per day by

𝑥1, 𝑥2, . . . , 𝑥𝑇 . Then 𝑁 =
∑𝑇

𝑡=1 𝑥𝑡 , 𝑀𝑈𝐶𝐷 is the average of the completion days of the fourteen

work units:

𝑀𝑈𝐶𝐷 =
1
𝑁

𝑇∑︁
𝑡=1

𝑡𝑥𝑡

We discuss below two more metrics in the Supplement, the area under the cumulative progress

curve (Steel, 2018) and task starting day. The former reduces to MUCD, and the latter is not

suitable for our task.

Discount rate. To estimate the degree of reward discounting, we used a delay discounting

task. We used a widely used choice set that was designed to capture a broad range of discount

rates (Senecal et al., 2012). Participants were asked to indicate their monetary preferences be-

tween smaller but sooner rewards and larger but delayed rewards. For example, $30 today or $35

48



delay discounting task

risky choice task

Which do you  prefer?

$35 in 41 days

$30 today

left choice <- right choice ->

A

B

Figure 3.1: Task illustration. (a) One trial in delay discounting task. (b) One trial in risky choice task.

in 41 days (Fig. 4.1A). Moreover, this task was designed to be incentive-compatible, in contrast

to the hypothetical nature of rewards in the previous study (Raphaël and Mathias, 2022).

The delay discounting task consisted of 51 self-paced trials in which participants chose be-

tween receiving a smaller amount of money immediately or a larger amount after a specific num-

ber of days. The immediate reward ranged from $10 to $34, while the delayed reward was fixed at

$25, $30, or $35, with delays ranging from 1 to 180 days. This choice set was designed to capture

a broad range of discount rates evenly distributed in log space within the range of [-1.6, -8.4]. It

was adapted from Kirby’s choice set (Kirby et al., 1999) and has been widely used in the temporal

discounting literature (Senecal et al., 2012; Yu et al., 2017; Parthasarathi et al., 2017; Lempert et al.,

2020; Bulley et al., 2022; Batistuzzo et al., 2022). Additionally, we included five attention check
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trials in which participants were asked to choose between a larger immediate amount of money

and a smaller amount with a delay.

We estimated temporal discount rates by fitting a hyperbolic choice model to the choice data

of each participant. The utility of each option (immediate or delayed) is given by: 𝑈 = 𝑣
1+𝑘𝐷 ,

where 𝑈 is the subjective discounted value, 𝑣 is the monetary reward, 𝐷 is a delay in days, and

𝑘 is the individual discount rate. We used the softmax function to generate choice probabilities

from option values.

Prdelayed =
1

1 + 𝑒−𝛽 (𝑈delayed−𝑈immediate)

where Prdelayed is the probability that the participant chose the delayed option on a given trial, and

is the inverse temperaturewhich captures the stochasticity of the choice data. We usedmaximum-

likelihood estimation to estimate the model parameters. We calculated the average goodness of

fit as 1 minus the ratio between the log-likelihood of the model and that of a random-response

model.

Risk attitude. To estimate participants’ risk attitude, we employed two methods: the incen-

tive risky choice task and the Domain-Specific risk-taking (DOSPERT) Scale (Blais and Weber,

2006). The risky choice task assesses individual risk attitude primarily with the financial domain,

while the DOSPERT scale assesses individual risk attitude across five domains: ethical, financial,

health/safety, recreational, and social domain. Additionally, we designed specific questions re-

lated to the research participation task to measure participants’ risk attitude in delaying research

participation until the end of the semester (Supplement).

The risky choice task consisted of 57 trials, each involving a choice between receiving $5

for sure and participating in a lottery where participants had a chance to win a larger amount

with a certain probability, otherwise receiving $0. For example, one trial presented participants

with a choice between $5 for sure and a 25% chance of winning $16 or a 75% chance of receiving

$0 (Fig. 3.5B). The larger amounts ranged from $6 to $66, and we used three different winning
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probabilities: 25%, 50%, and 75%. The choice set was adapted from a study by Lopez-Guzman

et al., 2018. To minimize any potential biases, we counterbalanced the position of the sure-bet

option on the screen (left or right) and the associated color of the larger amount (blue or red).

Additionally, we included seven attention check trials that presented participants with a choice

between $5 for sure and a certain chance of receiving $4 or $5.

To help participants better understand the probabilities involved, the instructions included a

visual representation of the choices. Each lottery image depicted a physical bag containing 100

poker chips, including red and blue chips. The size of the colored area and the number written

inside indicated the number of chips of each color in the bag. The process of randomly drawing

a chip was referred to as “playing the lottery.”

We estimated individual risk attitudes by fitting a power utility model to the trial-by-trial

choice data. In this model, the utility of each option (safe or lottery) is given by: 𝑈 = 𝑝𝑣𝛼 , where

𝑣 is the dollar amount, 𝑝 is the probability of winning, and 𝛼 is the individual’s risk attitude. A

participant with 𝛼 > 1 is considered risk-seeking, 𝛼 = 1 is considered risk-neutral, or 𝛼 < 1

is considered risk-averse. Like in the delay discounting task, we used the softmax function to

generate choice probabilities from option values.

Prlottery =
1

1 + 𝑒−𝛾 (𝑈lottery−𝑈safe)

where Prlottery is the probability that the subject chose the lottery on a given trial, and 𝛾 is the

inverse temperature which captures the stochasticity of the choice data. We used maximum-

likelihood estimation to estimate the model parameters.

Incentive compatibility. Both the delay discounting task and the risky choice task were

incentive-compatible. Participants were offered a bonus: at the end of the study, their choice from

a randomly selected trial in either the delay discounting task or the risky choice task determined

the amount of this bonus. The bonus was provided as an electronic Amazon Gift Card.
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Figure 3.2: Visual aid of "playing the lottery": the process of drawing a chip at random from a set of 100
chips.

If the one randomly selected trial is from the delay discounting task, the timing of receiving

the bonus depends on the chosen option. Specifically, for payment today, participants received

the gift card on the same day. For delayed payments, participants received the gift card at a time

corresponding to the delay associated with their chosen option.

If the one randomly selected trial is from the risky choice task, if participants chose the sure

bet in the selected trial, they would receive $5. However, if they chose the lottery, they would

engage in the process of drawing a chip at random from a set of 100 chips. As the task was

conducted online, we provided participants with a visual aid of the chip-drawing process. We

displayed 100 chips (Fig. 3.2 left panel) and instructed participants to click on a chip to simulate

the random draw. After clicking, the color of the chip would be revealed (Fig. 3.2 right panel). If

a participant drew a red chip, they would win the lottery; otherwise, they would lose the lottery

and receive $0.

Questionnaires. To test the convergent validity of our measure of procrastination in this

task (i.e., the correlation between procrastination in fulfilling the 7-hour research participation

52



requirement and general procrastination behavior in academic settings), we used a widely-used

questionnaire to measure general procrastination tendency in academic settings: Procrastination

Assessment Scale-students (PASS) (Solomon and Rothblum, 1984). Participants were asked to re-

port the frequency with which they procrastinated on tasks such as writing term papers, studying

for exams, and four other academic scenarios.

For exploratory analyses (See supplement), we included additional surveys associated with

procrastination and custom-designed questions that specifically addressed individuals’ procras-

tination in the real-world research participation task, such as questions aimed to assess partici-

pants’ awareness of their procrastination levels and their level of regret regarding their procras-

tination in research participation.

3.2.3 Participant inclusion

The sample size of the online study was 194, which was 25.9% of the students who had been

enrolled in the Introduction to Psychology course. To ensure that our measures of procrastination

would not be confounded by the total number of work units completed, we only included the

subset of participants who did not continue to do research sessions after they had met their 7-

hour requirement. For example, we would include a participant who, after completing 6.5 hours,

did a final research session to meet the requirement. However, we would exclude one who, after

completing 7 hours, did an additional session that was not required. This resulted in a total of

93 participants. Of the remaining 101 participants, 80 continued to do research sessions beyond

the 7-hour requirement, potentially to earn extra credit. The remaining 21 completed fewer than

7 hours; in some cases, this was because they completed an alternative assignment (i.e., writing

critique papers).

To test the hypothesis of correlation between temporal discounting and procrastination, out

of 93 participants, we excluded 9 who either failed two or more of the five attention check ques-

tions or who consistently chose one option, as that would make it impossible to determine their

53



discount rate. To ensure that participants were not responding randomly, we conducted a quality

control procedure (Pehlivanova et al., 2018). We verified that participants’ responses were influ-

enced by task-relevant variables. This involved fitting to each participant’s responses a logistic

regression model that included as predictors the immediate amount, the delayed amount, the de-

lay, and the squares of these variables. The goodness of fit of the model was assessed using the

coefficient of discrimination, and any participant with a value below 0.2 was considered a ran-

dom respondent. No participants were excluded as random respondents. This left us with a final

sample of 84 participants (53 female, 28 male, 2 non-binary, 1 unknown; 19.4 ± 1.4 years old).

To test the hypothesis of correlation between risk attitude and procrastination, out of 93 par-

ticipants, we excluded two subjects who either chose the objectively worse option in two or more

of seven attention check trials or who consistently chose one option, as that would be impossible

to determine their risk attitude. Similarly to the delay discounting task, we conducted a quality

control procedure to ensure that participants were not responding randomly. No participants

were excluded as random respondents. This left us with a final sample of 91 participants (56

female, 31 male, 3 non-binary, 1 unknown; 19.3 ± 1.8 years old).

3.3 Results

High individual variability in the behavioral level of procrastination. In the research

participation task, we found that the time course of work progress differed greatly between indi-

viduals, ranging from participants who started and finished early and ones who worked steadily

over time to ones who waited until the last two weeks of the 109-day period (Fig. 3.3A). Fig. 3.3B

shows all the students’ cumulative progress. We see the high individual variability.

MUCD had a wide distribution, ranging from 19.1 to 100.9 (𝑀 = 49.6, 𝑆𝐷 = 18.2), further

demonstrating the high level of individual variability in procrastination (Fig. 3.3C).

Convergent validity. Before turning to our main question, we first assessed the convergent
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Figure 3.3: Procrastination in a real-world task. (A) Example time courses of work progress, with blue
triangles marking the Mean Unit Completion Day (MUCD). Top: a low procrastinator who started on the
first day and finished early. Middle: an intermediate procrastinator who worked steadily throughout the
semester. Bottom: a high procrastinator who rushed to complete the task in the last two weeks of the
semester. (B) Time courses of cumulative work progress for all the participants, with the three examples
from (A) highlighted. (C) Histogram of MUCD. (D) Histogram of the natural log-transformed discount
rate in the delay discounting task.
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Figure 3.4: Correlation between discount rates and procrastination. (A) Histogram of the natural log-
transformed discount rate. (B) Correlation between MUCD and the natural log-transformed discount
rate.

validity of our measure of procrastination, that is, whether MUCD in this research participation

task is associated with self-reported procrastination in general academic situations. Our findings

revealed a moderate positive correlation between MUCD and PASS score (Pearson 𝑟 = 0.42,

𝑝 < 0.001), which provides support for the convergent validity of our measure.

Discount rates correlate with the behavioral level of procrastination. Turning to our

main question, we examined the correlation between temporal discounting and procrastination.

Individual discount curves were well characterized by hyperbolic functions (The goodness of fit

was on average 0.73, with an SD of 0.14.). Fig. D left shows the distribution of the natural log-

transformed discount rate, which ranged from −7.87 (equivalent to a 1.14% discount of reward

value after 30 days) to−1.39 (an 88.2% discount of reward value after 30 days). We found a positive

correlation between the discount rate and MUCD (𝑟 = 0.28, 𝑝 = 0.009) (Fig right).

So far, we have only considered MUCD as a metric of procrastination, but other metrics have

been used in the literature, including a) day of halfway point (median of time course of work

progress) Rothblum et al., 1986; b) hours of research participation in the last third of the semester

Solomon and Rothblum, 1984; and c) task completion day Raphaël and Mathias, 2022; Reuben

et al., 2015. In our data, all three of these metrics correlated with the PASS score, suggesting
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the convergent validity of these measures (𝑟 = 0.42, 𝑝 < 0.001; 𝑟 = 0.41, 𝑝 < 0.001; 𝑟 = 0.31,

𝑝 = 0.005, respectively). Regarding the correlation between temporal discounting and procrasti-

nation, metrics (a) and (b) both correlated with the discount rate (𝑟 = 0.28, 𝑝 = 0.009; 𝑟 = 0.24,

𝑝 = 0.030, respectively), but metric (c) did not (𝑟 = 0.21, 𝑝 = 0.061).

We found no significant correlation between the discount rate and the PASS score (𝑟 = 0.21,

𝑝 = 0.056), highlighting the advantage of behavioral measures of procrastination over survey-

based measures.

No evidence of a correlation between risk attitude and behavioral level of procrasti-

nation. Fig. left shows the distribution of the natural log-transformed risk attitude. Similarly, as

the previous study proposed no correlation between risk attitude and self-reported procrastina-

tion Keinan and Bereby-Meyer, 2012, we found no evidence of a correlation between individual

risk attitude, as estimated from the risky choice task, and their behavioral level of procrastina-

tion in this research participation task characterized by Mean Unit Completion Day (𝑟 = 0.03,

𝑝 = 0.749) (Figure), Day of Halfway Point (𝑟 = 0.10, 𝑝 = 0.353), Task Completion Day (𝑟 = −0.06,

𝑝 = 0.547) and Hours in Last Third Semester (𝑟 = 0.07, 𝑝 = 0.525). Similarly, no significant corre-

lation was observed between the likelihood of participants engaging in risky activities across the

five domains measured by the Domain-Specific risk-taking scale Blais and Weber, 2006 and the

behavioral level of procrastination. Take Mean unit completion day as an example; no correlation

was observed in ethical domain (𝑟 = −0.11, 𝑝 = 1.0), in financial domain (𝑟 = 0.08, 𝑝 = 1.0), in

health/safety domain (𝑟 = −0.02 𝑝 = 1.0), in recreational domain (𝑟 = −0.22, 𝑝 = 0.31) and in

social domain (𝑟 = −0.06, 𝑝 = 1.0) (corrected by Holm–Bonferroni method).

We also examined the correlation between risk attitude, specifically in relation to postpon-

ing research participation until the end of the semester, measured by our designed questionnaire,

and behavioral level of procrastination. Interestingly, most participants strongly agreed that post-

poning research participation until the end of the semester increases the risk of not being able

to fulfill the requirement (median of rating from strongly disagree (1) to strongly agree (7) is
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Figure 3.5: Correlation between risk attitude and procrastination. (A) Histogram of the natural log-
transformed risk attitude. (B) Correlation between MUCD and the natural log-transformed risk attitude.

strongly agree (7)). However, we did not find evidence of a significant correlation between risk

attitude, specifically in relation to postponing research participation and level of procrastina-

tion characterized by Mean Unit Completion Day (𝑟 = −0.18, 𝑝 = 0.084), Day of Halfway Point

(𝑟 = −0.20, 𝑝 = 0.059), Task Completion Day (𝑟 = −0.18, 𝑝 = 0.088) and Hours in Last Third

Semester (𝑟 = −0.12, 𝑝 = 0.267).

3.4 Discussion

We have presented empirical evidence for an association between reward discounting and

procrastination behavior in a long-term real-world task. This suggests that temporal discounting

is a cognitive mechanism underlying procrastination. Future work should investigate this associ-

ation in other real-world tasks, especially those that are non-academic and in more diverse global

samples.

Why did prior studies (Raphaël andMathias, 2022; Reuben et al., 2015) fail to find a correlation

between temporal discounting and procrastination, while ours succeeded? One reason might be

that the choice sets they used might not have allowed for estimating the discount rate with the
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same precision as ours. An additional reason might be that their delay discounting task was not

incentive-compatible. Finally, the earlier studies only used task completion day as a metric of

procrastination, perhaps because they did not measure the entire time course of work progress

and therefore had to resort to this metric. In contrast, we measured the entire time course of

work progress and computed a fine-grained metric of procrastination, MUCD, that might provide

greater statistical power than merely relying on task completion day.

In terms of no evidence of a correlation between risk attitude and behavioral level of procras-

tination, it is important to note that the risk attitude we measured here is associated with one

type of risk-taking: active risky taking, which involves engaging in risky activities (Keinan and

Bereby-Meyer, 2012). Another type of risk-taking is passive risk-taking, which arises from inac-

tion or the avoidance of action. Procrastination, characterized by delaying actions, can be seen

as a form of passive risk-taking. To gain further insights into the interplay between risk attitudes

and procrastination in passive risk-taking contexts, future research should focus on utilizing val-

idated scales such as the Passive Risk Taking scale developed by Keinan and Bereby-Meyer, 2012.

3.5 Supplement

3.5.1 Explorative analyses

Participants were aware of their own level of procrastination in research partici-

pation. To examine whether participants were aware of their own level of procrastination in

research participation, they were first asked to recall how they allocated their time throughout

the semester to fulfill the research participation requirement. Then, they were asked to rate from

not at all to an extreme extent their procrastination level to fulfill the research participation re-

quirement. Having the recall question before the rating question is to have participants rate their

procrastination level based on their recalled time course of progress in fulfilling the requirement.
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We found that the rating of their own procrastination level in research participation significantly

correlates with their behavioral level of procrastination (𝑟 = 0.679, 𝑝 < 0.001, quantified by Mean

unit completion day and applies to other indices of procrastination).

Procrastination in research participation did not represent general procrastination

tendency beyond academic settings. We tested whether this specific procrastination behav-

ior in the research participation scenario could represent general procrastination even beyond

academic situations (measured by the General Procrastination Scale (Lay, 1986 for student popu-

lations). We did not find a correlation between the average score in general procrastination and

any behavioral index of procrastination in research participation (Mean Unit Completion Day

(𝑟 = 0.19, 𝑝 = 0.09), day of the halfway point (𝑟 = 0.17, 𝑝 = 0.12), task completion day (𝑟 = 0.20,

𝑝 = 0.08), and hours in last third semester (𝑟 = 0.21, 𝑝 = 0.06)).

Highprocrastinatorswere less satisfiedwith (and regretmore) theway they allocated

their time over the semester to fulfill the research participation requirement (preregis-

tered hypothesis). We found a correlation between how much participants were satisfied with

the way they allocated their time over the semester to fulfill the requirement and their behav-

ioral level of procrastination (𝑟 = −0.571, 𝑝 < 0.001) (quantified by Mean unit completion day

and applies to other indices of procrastination). To test whether high procrastinators regret more

in both the cognitive domain and affective domain about how they allocate their time throughout

the semester to fulfill the research participation requirement, we used the regret element scale

(Buchanan et al., 2016). We found a correlation between how much participants regret the way

they allocated their time both in affective and cognitive domains and their behavioral level of

procrastination (affective regret: 𝑟 = 0.514, 𝑝 < 0.001; cognitive regret: 𝑟 = 0.512, 𝑝 < 0.001,

quantified by Mean unit completion day and applies to other indices of procrastination).

Attribution of procrastination and success in fulfilling the requirement (preregis-

tered hypothesis). We used the Causal Dimension scale (Russell, 1982) to test our hypotheses

that high procrastinators attribute their high procrastination to more external, temporal, and
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uncontrollable factors, whereas low procrastinators attribute their low procrastination to more

internal, stable, and controllable factors. There was no evidence of a correlation between be-

havioral level of procrastination quantified by Mean unit completion day and locus of causality

(internal or external) (𝑟 = −0.12, 𝑝 = 0.271), stability (𝑟 = −0.09, 𝑝 = 0.373) and controllability

(𝑟 = −0.17, 𝑝 = 0.105). We also used the Causal Dimension scale to test another hypothesis that

high procrastinators attribute their success in fulfilling the requirement to more external, tem-

porary, and uncontrollable factors, whereas low procrastinators attribute their success to more

internal and stable factors. There was no evidence of a correlation between the behavioral level

of procrastination quantified by Mean unit completion day and locus of causality (internal or

external) (𝑟 = −0.05, 𝑝 = 0.605), stability (𝑟 = 0.03, 𝑝 = 0.75) and controllability (𝑟 = −0.05,

𝑝 = 0.644).

Top-rated procrastination reasons. We tested self-reported reasons for procrastination

in fulfilling the research participation requirement by asking the participants to rate not at all

reflects why (1) to definitely reflects why (7) on statements that consist of the four reasons: the

excitement of doing things at last moment, time management, task aversiveness, and laziness.

The statements are adapted from reasons for procrastination (Solomon and Rothblum 1984). The

top-rated reason is time management (𝑀 = 2.57, 𝑆𝐸 = 0.10), followed by task aversiveness (𝑀 =

2.19, 𝑆𝐸 = 0.10), laziness (𝑀 = 1.90, 𝑆𝐸 = 0.10) and excitement of doing things at last moment

(𝑀 = 1.33, 𝑆𝐸 = 0.06). But note, in general, ratings for all four reasons are relatively low.

No evidence of a correlation between risk perception and behavioral level of pro-

crastination. We tested the hypothesis that people who perceive risky activities as more risky

tend not to procrastinate in fulfilling the research participation requirement. This hypothesis

is along a similar line with testing the relationship between risk attitude and level of procras-

tination but uses risk perception instead. We measured people’s risk perception by Domain-

Specific Risk-taking Scale (risk-perception scale), which has the same items as the risk-taking

scale but with different instructions asking the subjects their gut-level assessment of how risky
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each situation or behavior is. We found no evidence of a correlation between risk perception in

any of the five domains and the level of procrastination in research participation (quantified by

Mean unit completion day and same qualitative results if using other indices) in ethical domain

(𝑟 = 0.03, 𝑝 = 0.753), in financial domain (𝑟 = −0.21, 𝑝 = 0.04), in health/safety domain (𝑟 = −0.03

𝑝 = 0.764), in recreational domain (𝑟 = 0.0, 𝑝 = 0.999) and social domain (𝑟 = 0.01, 𝑝 = 0.937).

None of the correlations reaches the significance level after the Bonferroni correction.

Impulsivity, self-control, and perfectionism (preregistered hypothesis) Impulsivity,

self-control, and perfectionism are traits associated with self-reported procrastination (Steel,

2007). We found a positive correlation between impulsivity and behavioral level of procrasti-

nation (𝑟 = 0.26, 𝑝 = 0.013). There is no evidence of a correlation between the behavioral level

of procrastination and self-control (𝑟 = −0.14, 𝑝 = 0.184), maladaptive perfectionism (𝑟 = 0.12,

𝑝 = 0.249), or adaptive perfectionism (𝑟 = −0.02, 𝑝 = 0.881). The measurement of maladaptive

and adaptive perfection follows (Enns et al., 2001), where maladaptive perfectionism is measured

from three subscales: socially prescribed perfectionism from Hewitt (Flett et al., 1995), concern

over mistakes and doubts about actions from Frost (Frost and Marten, 1990), and adaptive perfec-

tionism is measured from two subscales: self-oriented perfectionism from Hewitt and personal

standard from Frost.

3.5.2 Two more indices of procrastination

Area under the cumulative progress curve (AUC). Steel et al., 2018 proposed the area un-

der the cumulative progress course curve (AUC) as a measure of procrastination. We demonstrate

here that AUC is a linear transformation of MUCD. To calculate AUC, we start by calculating cu-

mulative progress as 𝑦𝑡 =
∑𝑡

𝑖=1 𝑥𝑖 . AUC is now the sum of the cumulative progress values:

AUC =

𝑇∑︁
𝑡=1

𝑦𝑡
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which can be evaluated as

AUC =

𝑇∑︁
𝑡=1

𝑡∑︁
𝑖=1

𝑥𝑖

=

𝑇∑︁
𝑖=1

(𝑇 + 1 − 𝑖)𝑥𝑖

= (𝑇 + 1)
𝑇∑︁
𝑖=1

𝑥𝑖 −
𝑇∑︁
𝑖=1

𝑖𝑥𝑖

= (𝑇 + 1)𝑁 − 𝑁 ×𝑀𝑈𝐶𝐷

Because for us, N is fixed at 14 half-hour units, AUC is a linear transformation of MUCD and

the results in this paper involving MUCDwould be identical if we used AUC instead. We chose to

use MUCD due to its more intuitive psychological interpretation as the mean of the time course

of work progress. Additionally, the direction of MUCD aligns with the level of procrastination,

where higher values indicate more procrastination. Conversely, AUC follows the opposite direc-

tion, with higher values indicating less procrastination.

Task starting day. We did not use task starting day as an index of procrastination in our

study because students were asked to do the first research session within the first two weeks of

the semester. Thus, the first research session had its own deadline, which was not related to the

deadline of the 7-hour research participation task.

3.5.3 Designed qestions to measure participants’ specific risk

attitudes in the research participation task

We designed three questions to measure the participants’ risk attitude regarding delaying

their research participation until the end of the semester. The first question measures their per-

ception of the risk associated with not being able to fulfill the research participation requirement

by postponing it until the end of the semester. Participants were asked to rate their agreement
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with the statement: “I believe that postponing one’s research participation until the end of the

semester increases the risk of not being able to fulfill the research participation requirement.”

The second and third questions, designed as a pair, aim to measure the extent of aversion

to the risk of not fulfilling the requirement due to delaying research participation until the end

of the semester. Participants were asked to rate their agreement with the two statements: “The

increased risk of not being able to fulfill the research participation requirement due to postponing

the research participation was motivating and exciting for me” (second question, with reversed

key) and “The increased risk of not being able to fulfill the research participation requirement

due to postponing the research participation was stressful or anxiety-inducing for me” (third

question).

Individuals who both perceive a higher level of risk and exhibit risk aversion are considered to

be more risk-seeking in the research participation task. Therefore, we utilized the averaged score

from the aforementioned three questions to measure their specific risk attitude in the research

participation task.
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4 | Offering immediate rewards upon

completion reduces procrastination

Great! We now understand why people procrastinate!

Since we know the reason,

can we use what we have learned to beat procrastination?

The association between temporal discounting and procrastination

we observed in chapter 3 suggests that

if we brought a future reward temporally closer,

then that would help reduce procrastination.

Is that true?
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4.1 Introduction

People struggle with procrastination and want to reduce it. Procrastination’s consequences

can be quite harmful (Steel, 2007), and over 95% of procrastinators wish to reduce it (O’Brien,

2000).

Essentially, procrastination leads to two major negative outcomes: poor performance and

miserable well-being. In terms of poor performance, in educational settings, students who pro-

crastinate tend to perform worse academically. For example, research has shown that students

who delay their work often receive lower grades (Beswick et al., 1988; Steel et al., 2001; Wes-

ley, 1994). Procrastination also affects people financially. Individuals who delay tasks like filing

taxes or planning for retirement often end up losing money (Martinez et al., 2017; Akerlof, 1991;

O’Donoghue and Rabin, 1999). Even in politics and banking, procrastination in decision-making

can lead to significant problems and losses (Farnham, 2021; Kegley, 1989; Holland, 2001).

In terms of personal well-being, procrastinators often face mental health issues such as de-

pression and anxiety. They also tend to struggle with a lack of motivation and low self-esteem

(Tice and Baumeister, 1997; Sirois et al., 2003; Sirois, 2007). Overall, procrastination is not just

about delaying tasks; it has real, negative effects on our performance and overall happiness.

The negative effects of procrastination call for interventions to reduce procrastination. The

interventions discussed mostly in existing literature are either emotion regulation (Eckert et al.,

2016), acceptance (Wohl et al., 2010), commitment or cognitive-behavioral therapy (Scent and

Boes, 2014; van Eerde and Klingsieck, 2018), or training about time management (C. et al., 2007;

Wieber and Gollwitzer, 2010) and focus on the process (Krause and Freund, 2014a. All of the

above interventions tell what people should do.

However, few studies in the literature explore howmanipulating task characteristics can help

people reduce procrastination (Schunk and Swartz, 1993; Howell and Watson, 2007). One key

task characteristic is the timing of rewards. While many theories predict that adjusting reward
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timings can reduce procrastination, empirical evidence supporting this is limited. For instance,

theories of temporal discounting suggest that procrastination is driven by the delay in rewards

(Steel and König, 2006; Steel, 2007; Akerlof, 1991; O’Donoghue and Rabin, 1999; O’Donoghue

and Rabin, 2001; Fischer, 1999; Fischer, 2001; Zhang and Ma, 2019). The essential idea is that

at the beginning of a task, when the reward is relatively distant (usually after the deadline), the

temporarily discounted reward is too small to motivate people to start working. This theory

would predict a causal relationship between reward timing and procrastination: people should

procrastinate less if a reward is given immediately. However, while there is theoretical back-

ing, empirical evidence is scant in confirming whether altering reward timings, i.e., providing

immediate rewards, effectively reduces procrastination.

Most related studies have focused on the addition of immediate rewards to increase task per-

sistence. For example, some researchers found that adding immediate rewards to a task improved

people’s persistence (Woolley and Fishbach, 2016; Woolley and Fishbach, 2017; Lieder et al., 2019).

Woolley and Fishbach found that adding a fun workout helps people persist longer in their work-

out. Lieder et al. found that offering points during the task versus no points helped people

complete more pieces of writing. However, these studies mainly explored the impact of extra,

immediate rewards on task continuation and overall work done rather than specifically focus-

ing on procrastination (e.g., when to start, when to complete, or even the dynamic process of

procrastination). Moreover, these rewards are additional benefits, not alterations to the original

task rewards. In order to test the effect of reward timing, we expect studies testing the effect of

changing the timing of the original task rewards on procrastination.

In this study, we aim to examine if altering the timing of original task rewards influences

procrastination. One way is to offer immediate rewards upon completion. Often, in real-world

situations, like submitting a homework assignment, a reward is given after the deadline. Even if

we get it done well ahead of the deadline, we still have to wait until the deadline to be rewarded.

One way to bring the future reward closer is to receive immediate rewards upon task completion.
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This study aims to investigate whether changing the timing of task rewards impacts procras-

tination behaviors. One approach to this is offering immediate rewards upon task completion.

Typically, in real-world scenarios such as submitting homework, rewards are only received after

the deadline has passed, necessitating a wait even if the task was completed well ahead of the

deadline. A strategy to make the reward feel closer and possibly reduce procrastination could be

to offer rewards immediately after a task is completed.

To test if offering immediate rewards upon completion reduces procrastination, the task de-

sign is challenging because we want a task to mimic real-world procrastination while still allow-

ing it for manipulations. It is often the case that real-world behavior is observational and hard to

manipulate. Controlled experiment allows for manipulations but is far from the real world. We

created a novel task that bridges these two.

We call the task BORE,which stands for BoringOnline Reading Experiment. Participantswere

assigned 7 days to work on this lengthy reading task, which takes about 3 hours to complete all

120 reading units. Their progress is shown on the web page. The task is online and self-paced

and was deliberately made to be boring, with the reading difficulty set at the level of a child. We

manipulated reward timing as either an immediate reward upon task completion or a delayed

reward. Wemeasured the time course of progress and tested whether offering immediate rewards

helps to reduce procrastination.

We also introduced another cognitive factor: the reward rule or the payoff function, em-

bodying the relationship between reward value and final task performance, which is crucial in

real-world contexts susceptible to procrastination. One extreme reward rule is Make-or-Break,

where the reward is either all if the task is complete or none if the task is incomplete. Make-or-

Break has the highest stake, with a huge loss of the exerted effort if the task is left incomplete.

This reward rule represents many free-lancer jobs without partial reward in the real world. In

contrast, another extreme reward role is Proportional, where the payoff is proportional to the

final performance. Proportional has the lowest state since each piece of work will be rewarded,
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akin to hourly wage jobs in the real world. There are also real-world reward rules sitting between

these two extremes, e.g., Proportional Plus Bonus, where the reward is proportional to the final

proportion completed but capped at half of the maximum reward.

Existing theories primarily focus on the reward rule’s influence over effort allocation across

different tasks (Analytis et al., 2019) and its impact on overall performance and the time course

of progress (Zhang and Ma, 2019). Empirically, it is unclear how the reward rule affects people’s

procrastination as well as their final performance.

We hypothesize that

1. The task completion rate is highest in the Make-or-Break condition, lowest in the Propor-

tional condition, and intermediate in the Proportional Plus Bonus condition.

2. Offering immediate rewards upon task completion reduces procrastination regardless of

reward rules.

4.2 Methods

4.2.1 Participants

We recruited subjects with a New York University NetID. This includes students, staff, and

alumni of New York University. We recruited subjects through the subject pool of the Center

for Experimental Social Studies at New York University, through the "Paid SONA" pool at New

York University, through flyers, and through direct emails to students in different majors at New

York University. A total of 611 participants joined our experiment. All participants receive a base

payment of $5 for joining our experiment regardless of their performance.
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4.2.2 Task paradigm

Participants were assigned 7 days to work on a lengthy reading task. The task is online. Par-

ticipants received a link to the task once the experiment started. The task is self-paced, meaning

participants can access the reading task anytime, anywhere, during the 7 days. They can con-

tinue the task by reopening the link to the task. They will not be able to continue the task after

the deadline. The task consists of 120 paragraphs, each followed by four multiple-choice, single-

answer questions (Fig. 4.1). Participants have to answer all four questions correctly to “complete

the paragraph." This unambiguous definition of a unit of work allows for characterizing procras-

tination by the time course of progress: number of paragraphs completed per day over days. An

average reader takes about 3 hours to complete all 120 paragraphs.

We used the paragraphs alongwith the questions and answers adapted fromMCTest (Richard-

son et al., 2013) We revised the original MCTest to resolve ambiguities in questions and answers,

corrected typos, and selected paragraphs of similar length. The reading comprehension level re-

quired for this reading test was that of 7-year-old. Participants (New York University students,

staff, and alumni) should have no difficulty answering all questions correctly if they pay atten-

tion. We also provide an extra 45 paragraphs to allow them to complete 120 paragraphs in case

they fail to complete a few paragraphs.

Participants’ cumulative progress (i.e., the total number of paragraphs completed so far) will

be shown in the header of the web page, and the number of extra paragraphs they used will be

shown in the footer of each page.

4.2.3 Procedure

The experiment has four phases (Fig. 4.2): prescreening, day 1 for instruction phase, day 2

through day 8 for the reading task, and day 9 for post-task survey. The details of each phase is

described below.
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Figure 4.1: Task paradigm. The task consists of 120 paragraphs, each presented on a single page. Occa-
sionally, participants are asked to report their feelings about the task.
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Figure 4.2: Task timeline

Prescreening: Participants must meet certain prerequisites to be eligible for the experiment:

1. having daily access to a laptop or desktop,

2. residing in the Eastern Time zone,

3. and passing a 1-minute reading quiz demonstrating English comprehension.

The participants were invited to join our experiment if they met the first two prerequisites

and passed the reading quiz. The criteria for passing the reading quiz is answering all 4 questions

correctly within 200 seconds.

Day 1: Invited participants were asked to complete the instruction phase of the reading task.

This phase includes understanding the instructions, reporting their motivations to start and com-

plete the task as soon as possible, and practicing with three reading paragraphs. Participants who

did not complete the instruction by the end of the day were considered to have dropped out of

the experiment.

On days 2 through 8: The link to the task was sent to the participants through NYU email

at 1 a.m. on day 2. Participants had access to the reading task from then until 11:59 p.m. on day

8.

Day 9: A post-task survey was sent out one day after participants completed the reading task;

if a participant did not complete the reading task before the deadline, the surveywould be sent one

day after the deadline. The post-task survey included several personality traits questionnaires,

our designed questions asking about their feelings about the task and their reflections on their
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work. Participants received a base payment of $5 for participating in the experiment, irrespective

of their task performance or whether they completed the post-task survey.

4.2.4 Experimental design

4.2.4.1 2 by 3 reward manipulations

We utilized a between-subject design, crossing two levels of reward timing and three levels of

reward rule. Participants were randomly assigned to each of the six conditions, with around 100

participants in each condition. Specifically, 102 participants in the Delayed Reward and Make-

or-Break condition, 102 participants in the Immediate Reward and Make-or-Break condition, 101

participants in the Delayed Reward and Proportional Plus Bonus condition, 101 participants in

the Immediate Reward and Proportional Plus Bonus condition, 103 participants in the Delayed

Reward and Proportional condition, and 102 participants in the Immediate Reward and Propor-

tional condition.

In the immediate reward condition, subjects receive the payment immediately after they com-

plete the task; in the delayed reward condition, subjects receive the payment one day after the

deadline (Fig. 4.3A). If participants did not complete the task by the deadline, the timing of the

reward does not differ between immediate reward and delayed reward: they receive the payment

one day after the deadline, and the amount of the reward is according to their final proportion

completed.

To test if the effect of reward timing on procrastination is consistent among various real-

world reward rules, we manipulated three reward rules, which are representative of real-world

scenarios (Fig. 4.3B). In all three reward rule conditions, if the participant completes the task,

they receive the maximum reward of $36. The amount of money differs if they do not complete

the task, as follows: in the Make-or-Break condition (MoB for short), they receive $2 regardless

of their final proportion completed; in the Proportional condition (Pro for short), the reward is
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Figure 4.3: Experimental manipulations. (A) Two reward schedules: delayed reward or immediate reward
upon task completion. (B) Three levels of reward rule: Make-or-Break (MoB), Proportional Plus Bonus
(Pro+B), and Proportional (Pro).
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proportional to their final proportion completed, with amaximum of $36; in the Proportional Plus

Bonus condition (Pro+B for short), the reward is proportional to their final proportion completed

but with a maximum of $18 (i.e., half of $36). Make-or-Break condition is the extreme situation

with the highest stake: if the participant completes the task, they earn $36, but if they leave only

one paragraph incomplete, they earn almost nothing. Proportional condition is another extreme

with the lowest stake: they earn more if they work more, and each unit of work makes $36/120.

Proportional Plus Bonus condition sits between two extremes.

4.2.4.2 Motivation

To test the effect of reward timing on participants’ motivation to start and complete the task as

soon as possible, participants were asked to report their level of motivation after they understood

the task instructions and before they received the link to the task. The pre-registered questions

are: 1) I feel motivated to start working on this reading task as soon as possible, and 2) I feel

motivated to complete 120 paragraphs as soon as possible. Participants were asked to rate their

motivation on a scale ranging from one (not at all motivated) to five (very motivated).

4.2.4.3 Questionnaires

Post-task, participants filled out questionnaires assessing various personality traits, feelings

towards the task, and self-reflection on their behavior. Here, we highlight the General Procrasti-

nation Scale for Students and task aversion levels.

4.2.5 Control measures

Since it is a naturalistic task, even if our goal is to test the effect of reward timing, many other

factors unrelated to our hypothesis could affect procrastination. We kept those factors in check

so that they would not overshadow the impact of reward timing. Those factors are reading speed,

the day of the task within a week, the device to use to work on the task, and the time zone.
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Reading speed and reading accuracy. We controlled for the reading speed and reading

accuracy by the following approaches.

1. Task difficulty. Imagine the reading task is difficult (e.g., at the level of the Graduate

Record Examinations (GRE)); there would be great individual differences in reading ability

(i.e., reading speed and reading accuracy). This individual difference in reading ability will

affect the total hours needed to complete 120 paragraphs and finally affect procrastination.

It is expected that participants with better reading comprehension will need fewer hours

to complete the task, and thus, they complete the task earlier. To control for reading com-

prehension, we used the paragraphs along with the questions and answers adapted from

MCTest (Richardson et al., 2013). The reading comprehension level required for this read-

ing test was that of 7-year-old. Since participants are all New York University students,

staff, or alumni, this reading task should be very easy for them.

2. Fictional stories versus facts. Another reason we chose MCTest is that all the para-

graphs are fictional stories written by Amazon Mechanical Turk workers, so there are no

known facts. Participants all have to read the paragraphs to be able to answer the follow-up

questions. Pre-known knowledge does not help people to read faster.

3. Prescreening to exclude extremely slow readers. In the prescreening, all participants

were requested to work on a reading paragraph (a sample from MCTest). They were asked

to work on the task without interruptions. They were told that their accuracy and the time

they spent answering the questions would be recorded to determine whether they passed

the prescreening. In this way, we measure their reading speed and exclude those who are

extremely slow in reading. Participants who are invited to our study need to answer all 4

questions correctly within 200 seconds. The criteria of 200 seconds is set according to the

2SD of the reading duration in the pilot data.

Day of the task within a week. We randomized the first day of the task in a week for each
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participant. So we had equal numbers of participants whose first day of the task was onMondays,

Tuesdays, etc. Specifically, one-seventh of the participants started the task on Monday, another

one-seventh on Tuesday, etc. The motivation to control the day of the task within a week is to

avoid that business level of the day being confounded with procrastination. For example, people

are less busy on weekends, and if we have all the participants’ first day of the task on Monday,

and the deadline day is on Sunday, and we observe the ramping up progress towards the deadline,

it could simply be that people are less busy and have more time to work on the task on weekends,

instead of a typical process of procrastination as rushing in the end.

Device access. We control the access availability to the task. One of the prerequisites to

joining our experiment is having daily access to a laptop or desktop. Participants were asked to

check if they met this prerequisite in the prescreening by answering the following two questions.

1) Do you have your own laptop or desktop computer available for the next two weeks? Yes or

no. 2) When do you have access to your laptop or desktop computer for the next two weeks?

Three options were on weekdays only, on both weekdays and weekends, and on weekends only.

The motivation to have this prerequisite is to make sure participants have full access to the task

at any time. This essentially grants participants the automaticity to decide when to work on the

task. Otherwise, if a participant has limited access to a laptop or desktop in a week, for example,

only for a few hours on a single day, then their time course of progress is not influenced by the

task manipulations but instead by the access availability.

Next, we control the device type. People’s behavior on Mobile devices could be different from

the behavior on desktops or laptops; for example, people could be more easily distracted if they

are working on Mobile than on laptops. To control for any confounding factors originating from

the device type, we granted access to a laptop or desktop but blocked access to a Mobile device

(e.g., mobile phone, iPad). Participants were told in the prescreening that they were allowed to

have access to our experiment only through desktops or laptops. The web page of the experiment

will be locked if they use Mobile devices instead.
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Time zone. Another prerequisite to joining our experiment is that the participant needs to be

located in the same time zone as Eastern Time. Since our experiment is time-sensitive, we control

the potential confounding factors originating from the different times of the day. An example of

a confounding factor could be the energy level associated with different times of the day. Let’s

say two participants with a 12-hour time-zone difference try to catch up for the last three hours

right before the deadline; one is in the daytime, and another is in the nighttime. As both of them

are more tired in the nighttime than in the daytime, their final performance could be different

due to when they work on a day for the last few hours.

4.2.6 Quantify procrastination levels

To quantify procrastination by taking into account the full dynamic process of procrastina-

tion, we quantify procrastination as the following three indices:

1. Task starting day (i.e., on which day the participants start working on the task),

2. Task completion day (i.e., on which day the participants complete the task),

3. Mean unit completion day (short for MUCD).

Mean unit completion day is calculated as the average day on which each of the 120 para-

graphs is completed, where each completed paragraph is considered a unit. A participant

who finishes most paragraphs later in the process will have a higher MUCD compared to

someone who completes them earlier. For instance, in the extreme case where all para-

graphs are completed on the last day, the MUCD would be 7. A higher MUCD indicates a

higher level of procrastination, and it takes into consideration the entire dynamic process

of procrastination.
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4.3 Results

4.3.1 Desired task properties

Success in controlling confounding variables. We chose an extremely simple reading

task in order to control the reading speed or accuracy. If the control is successful, we expect

neither reading speed nor reading accuracy should correlate with procrastination. The reading

speed is measured in the prescreening reading quiz as duration takes the participant to complete

the sample reading paragraph without interruptions (𝑀 = 66.07 seconds, 𝑆𝐷 = 24.25). We found

no correlation between reading speed and procrastination quantified by any of the index (for task

starting day: 𝑟 = 0.002, 𝑝 = 0.956; for mean unit completion day: Pearson 𝑟 = 0.058, 𝑝 = 0.318; for

task completion day: 𝑟 = 0.075, 𝑝 = 0.194). Reading accuracy is quantified as the proportion of

the number of paragraphs completed with all answers correctly in the total number of paragraphs

worked. As expected, since the task is designed to be extremely easy, the accuracy is high and

with little variance (𝑀 = 0.92, 𝑆𝐷 = 0.06). We found the same thing to reading accuracy: no

correlation with procrastination (for task starting day: 𝑟 = −0.084, 𝑝 = 0.061; for mean unit

completion day: Pearson 𝑟 = 0.092, 𝑝 = 0.115; for task completion day: 𝑟 = 0.068, 𝑝 = 0.239).

We also controlled the day of the week when participants worked on the task. We had equal

numbers of participants whose first day of the task was on Mondays, Tuesdays, etc. If the control

is successful, we expect to see no significant difference in the number of paragraphs completed

over the days of the week (Mondays, Tuesdays, etc.). We conducted a one-way ANOVA, and there

was no significant difference in the number of paragraphs completed over the days of the week

(𝐹 (6, 4270) = 1.24, 𝑝 = 0.28).

Convergent validity. We assessed the convergent validity of ourmeasure of procrastination,

that is, whether self-reported procrastination in general situations (measured by the General

Procrastination Scale for Students) is correlated with behavioral procrastination in this specific
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reading task. Our findings revealed a positive correlation between the General Procrastination

Scale score and task starting day (𝑟 = 0.16, 𝑝 = 0.001), mean unit completion day (𝑟 = 0.27,

𝑝 < 0.001), and task completion day (𝑟 = 0.20, 𝑝 < 0.001).

Great individual variability in the time course of progress. One key aspect of a good

design is to have great individual variability in the levels of procrastination. Figure shows the time

course of progress for a total of 611 participants. We did observe great individual variability in the

time course of progress, as desired. 48.8% of the participants completed the task, and among them,

we observed two extreme time courses of progress. One extreme is that participants completed

the task on the first day (5.4%, Fig.4.4 upper panel , MUCD=1), whereas another extreme is that

participants did not work at all on the first six days and rushed to complete the task on the last day

(4.4%, MUCD=7). In addition, there is a full spectrum between these two extremes (examples in

Fig. 4.4 lower panel,𝑀𝑈𝐶𝐷 = 4.30± 1.79). We observed the “types” of time courses described in

previous work (steady workers, pre-crastinators, and procrastinators). Among non-completers,

35.8% were non-starters, and the rest of them started the task but left the task incomplete.

4.3.2 Reward rule affected completion and persistence

Final performance. The distribution of the final proportion completed showed three cate-

gorical performances: non-starting (𝑁 = 112), starting but incomplete (𝑁 = 201), and complete

(𝑁 = 298) (Fig. 4.5). We further confirmed that there are three distinct categories of performance

by comparing models of binomial distribution with peaks at 0 and 1 or both 0 and 1, and the

model of binomial distribution with both peaks wins overwhelmingly.

Since there are three categorical performances, instead of testing the effect on the final propor-

tion completed, which combines these three categories, we test the effect of rewardmanipulations

(i.e., reward timing and reward rule) on performance in the following three situations:

1. Whether to or not start the task;
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Figure 4.4: Time course of work progress for all participants. Upper panel: each column represents a
single participant’s time course of work progress. Each row is a day. The color indicates the number
of paragraphs completed per day, with lighter the color indicating more paragraphs completed on that
day. Among all 611 participants. 298 participants completed the task and we sorted the time courses
according to the mean unit completion day (lower on the left and higher on the right). 201 participants
started the task but did not complete the task and the rest of the participants did not work on the task
(non-starting). We sorted these starting but incomplete and non-starting participants together based on
their final proportion completed (higher on the left and lower on the right). Lower panel: examples of
time course of progress. From the left to the right, the first person completed the task on the first day;
the second person roughly divided his work into 5 days; the third person worked a bit on the first day and
rushed to complete the task on the last day; and the last person did not complete the task.
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Figure 4.5: The distribution of final proportion completed. It showed three distinct categorical final
proportion completed: non-starting, starting but incomplete, and complete.

2. Among starters, whether or not complete the task;

3. Among all the participants, whether or not they complete the task.

For the data analysis, we first test the effect of reward manipulations, and then we test the

effect of reward manipulations together with the General Procrastination Scale score to see if the

effect depends on participants’ procrastination tendencies in general.

First, we conducted logistic regression of whether or not they started the task over reward

timing and reward rule and its interaction. We found no main effect of reward timing (𝜒2(1) =

1.06, 𝑝 = 0.31) or reward rule (𝜒2(2) = 0.64, 𝑝 = 0.73) and no interaction either (𝜒2(2) = 2.74, 𝑝 =

0.25). So, reward manipulations did not affect whether participants started the task or not.

Among starters, we conducted logistic regression to see whether or not completing the task is

affected by reward timing and reward rule. We found a main effect of the reward rule on whether

or not completing the task (𝜒2(2) = 13.41, 𝑝 = 0.001). A posthoc test revealed that participants in

Make-or-Break condition (𝑧 = 3.25, 𝑝 = 0.003, Cohen’sℎ for proportions= 0.64) or in Proportional

Plus Bonus (𝑧 = 3.00, 𝑝 = 0.008, Cohen’s ℎ for proportions= 0.58) are significantly more likely to
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Figure 4.6: Completion rate in three reward rule conditions. Completion rate is significantly different
across three rewar rule conditions (𝜒2(2) = 9.56, 𝑝 = 0.008). More participants completed the task in MoB
than in Prop condition (𝑧 = 2.63, 𝑝 = 0.023). The same thing is for Pro+B (𝑧 = 2.73, 𝑝 = 0.017).

complete the task than those in Proportional condition, and no difference betweenMake-or-Break

and Proportional Plus Bonus (𝑧 = −0.28, 𝑝 = 0.96, ℎ = −0.06).

There was nomain effect of Reward Timing (𝜒2(1) = 0.19, 𝑝 = 0.66) or no interaction (𝜒2(2) =

2.13, 𝑝 = 0.35). So reward rule, but not reward timing, affects starters’ completion.

Now, among all the participants (i.e., including non-starters), we test whether or not com-

pleting the task is affected by reward timing and reward rule. We got the same results as con-

sidering starters only (Fig. 4.6): a main effect of reward rule (𝜒2(2) = 9.56, 𝑝 = 0.008), and a

posthoc test revealed that participants in Make-or-Break condition (𝑧 = 2.63, 𝑝 = 0.023, Co-

hen’s ℎ for proportions= 0.45) or in Proportional Plus Bonus (𝑧 = 2.73, 𝑝 = 0.017, Cohen’s ℎ

for proportions= 0.47) are significantly more likely to complete the task than those in Propor-

tional condition, and no difference betweenMake-or-Break and Proportional Plus Bonus (𝑧 = 0.1,

𝑝 = 0.99, ℎ = 0.02); no main effect of reward timing (𝜒2(1) = 0.04, 𝑝 = 0.84) or no interaction

(𝜒2(2) = 3.89, 𝑝 = 0.14). So reward rule, but not reward timing, affects all the participants’

completion.
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Second, we conducted logistic regression of reward timing, reward rule, and General Procras-

tination Scale and their two-way interactions and three-way interaction on whether participants

completed the task or not. We did this regression only among starters; we did not include non-

starters because, for a total of 112 non-starters, only 8 participants (0.7%) did the post-task survey

and had the General Procrastination Scale Score. We found a main effect of the reward rule again

(𝜒2(2) = 19.22, 𝑝 < 0.0001) and a main effect of General Procrastination Scale score (𝜒2(1) = 9.72,

𝑝 = 0.002), with no effect of reward timing or any interactions. Participants who tended to pro-

crastinate in general were more likely to leave the task incomplete. This is the consequence of

having a higher procrastination tendency that people with high GPS tend to have poor perfor-

mance.

Persistence. In the above session, we talked about the effect of reward manipulations on the

final performance, which is the final status of the work; here, instead, we asked about the process

taking to the final status, that is, the effect of reward manipulations on participants’ persistence/-

continuation in working on the task. To answer this question, we used the Cox Proportional

Hazards regression model, a model for survival curve analysis, using the survival and survminer

packages in the R programming environment (R Core Team et al., 2013). Although these packages

are more commonly used in studies of health-related outcomes (e.g., to model rates of morbid-

ity after patients receive one of two cancer treatments), these packages have also been used to

model persistence in psychological studies (e.g., to predict the probability of children persisting

in playing the game) (Rhodes et al. 2019; McGuire and Kable 2012). Here, we used these models

to predict the probability of participants choosing to stop working on the task across a maximum

of 120 paragraphs.

There was a main effect of the reward rule (𝜒2(2) = 10.64, 𝑝 = 0.005). Participants in the

Make-or-Break condition (𝛽 = −0.26, SE= 0.14, 𝑧 = −1.93, 𝑝 = 0.054) were less likely to drop out

of the task than those in the proportional condition. Same thing for participants in the Propor-

tional Plus Bonus condition (𝛽 = −0.29, SE= 0.14, 𝑧 = −2.14, 𝑝 = 0.032). No difference between

84



Figure 4.7: Percentage of participants persisting/continuing work. The big drop of percentage in the
beginning is a reflection of non-starters. The final percentage of persisting at 120th paragraph is the
completion rate.
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the Make-or-Break condition and the Proportional Plus Bonus condition (𝛽 = 0.03, SE= 0.14,

𝑧 = 0.22, 𝑝 = 0.83).

In summary, the reward rule affects whether participants complete the task or no, and also

affects their persistence in working on the task.

4.3.3 Offering immediate rewards motivated people to start and

complete earlier

Before we examine the effect of reward manipulations on procrastination behavior, we first

examined their effects on participants one key psychological state: their motivation. Aligned

with indices of procrastination behavior, when to start and when to complete, we examined their

motivation to start as soon as possible and their motivation to complete as soon as possible.

For data analysis, we first did a two-way ANOVA analysis for reward timing and reward

rule excluding the General Procrastination Scale Score, and then we did a three-way ANOVA by

including the General Procrastination Scale Score. The reason we include the General Procrasti-

nation Scale Score is to see if the effect of reward manipulations differs on people with different

levels of procrastination tendencies in general.

Motivation to start as soon as possible. There was a main effect of reward timing on

participants’ motivation levels to start the task as soon as possible (𝐹 (1, 605) = 6.41, 𝑝 = 0.012)

(Fig. 4.8A). Participants reported a higher level of motivation to start the task as soon as pos-

sible given immediate reward treatment (𝑀 = 3.30, 𝑆𝐷 = 0.81) than that given delayed reward

treatment (𝑀 = 3.13, 𝑆𝐷 = 0.80). There was no main effect of the reward rule (𝐹 (2, 605) = 1.76,

𝑝 = 0.26) or interaction (𝐹 (2, 605) = 0.72, 𝑝 = 0.49), suggesting that the effect of reward timing

on motivation is consistent across all three reward rules.

After we include the General Procrastination Score, there was the main effect of reward tim-

ing again (𝐹 (1, 449) = 8.94, 𝑝 = 0.003), and a main effect of the General Procrastination Score
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Figure 4.8: The effects of reward timing and reward rule on levels of motivation to start the task as soon as
possible and to complete the task as soon as possible. (A) Offering immediate rewards increased the level
of motivation to start as soon as possible (𝐹 (1, 605) = 6.41, 𝑝 = 0.012). (b) Offering immediate rewards
increased the level of motivation to complete the task as soon as possible (𝐹 (1, 605) = 23.14, 𝑝 < 0.00001).
(c) Offering immediate rewards increased the level of motivation to complete the task as soon as possible
in those people who generally procrastinated more (𝐹 (2, 449) = 6.56, 𝑝 = 0.011).

(𝐹 (1, 449) = 6.87, 𝑝 = 0.009). Participants with a higher general tendency to procrastinate re-

ported a lower level of motivation to start working as soon as possible. There was no main effect

of reward rule (𝐹 (2, 449) = 2.01, 𝑝 = 0.14) or any interactions (between reward timing (RT) and

reward rule (RR): 𝐹 (2, 449) = 0.22, 𝑝 = 0.80; between RT and General Procrastination Scale score

(GPS): 𝐹 (1, 449) = 1.67, 𝑝 = 0.20; between RR and GPS: 𝐹 (2, 449) = 0.18, 𝑝 = 0.83; between RT,

RR and GPS: 𝐹 (2, 449) = 0.24, 𝑝 = 0.79).

Motivation to Complete the task as soon as possible. There was a main effect of reward

timing (𝐹 (1, 605) = 23.14, 𝑝 < 0.00001) (Fig. 4.8B). Participants reported a higher level of motiva-

tion to start the task as soon as possible given immediate reward treatment (𝑀 = 3.30, 𝑆𝐷 = 0.81)

than that given delayed reward treatment (𝑀 = 3.13, 𝑆𝐷 = 0.80). There was no main effect of

reward rule (𝐹 (2, 605) = 1.53, 𝑝 = 0.22) or interaction (𝐹 (2, 605) = 0.27, 𝑝 = 0.76).

After we include the General Procrastination Score, there was a main effect of reward tim-

ing (𝐹 (1, 449) = 25.73, 𝑝 < 0.000001), a main effect of the General Procrastination Scale Score

(𝐹 (1, 449) = 8.73, 𝑝 = 0.003), and the interaction between reward timing and General Procrasti-
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nation Scale Score (𝐹 (2, 449) = 6.56, 𝑝 = 0.011) (Fig. 4.8C). This interaction suggests that offering

immediate rewards increased the level of motivation to complete the task as soon as possible in

those participants who generally procrastinated more. Simple slope analysis shows that when

the General Procrastination Scale Score is above 2.55, immediate reward significantly increases

the participant’s level of motivation to complete the task as soon as possible than delayed reward.

There was no main effect of reward rule (𝐹 (2, 449) = 1.38, 𝑝 = 0.25), or any other interactions

(RT*RR: 𝐹 (2, 449) = 0.29, 𝑝 = 0.75; RR*GPS: 𝐹 (2, 449) = 0.66, 𝑝 = 0.52; RT*RR*GPS: 𝐹 (2, 449) =

0.46, 𝑝 = 0.63). The non-significant three-way interaction suggested that the interaction between

reward timing and the General Procrastination Scale score is consistent across all three reward

rules.

In summary, offering immediate rewards increased participant’s motivation to start the task

as soon as possible and increased the motivation to complete the task as soon as possible for those

who generally procrastinate more.

4.3.4 Offering immediate rewards reduces procrastination

For data analysis, we first did regression for reward timing and reward rule and their interac-

tion without including the General Procrastination Scale Score, and then we included the General

Procrastination Scale Score and all the possible interactions associated with the General Procras-

tination Scale Score. Again, the reason we include the General Procrastination Scale Score is to

see if the effect of reward manipulations differs on people with different levels of procrastination

tendencies in general.

For task starting day and task completion, we first did linear regression, and then we did

generalized linear regression to confirm the qualitative result from the linear regression since

they are discrete outcomes and their distributions violate normal distribution (Fig. 4.9).

For task starting day and task completion day, we also tested whether the effect of reward

manipulations on procrastination is mediated by motivation.
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Figure 4.9: Histogram of indices of procrastination. (a) task starting day (b) mean unit completion day
(c) task completion day

Task starting day. There was a main effect of reward timing (𝐹 (1, 493) = 5.68, 𝑝 = 0.018), no

main effect of reward rule (𝐹 (2, 493) = 0.796, 𝑝 = 0.45) or interaction (𝐹 (2, 493) = 0.048, 𝑝 = 0.95)

(Fig. 4.10). We also conducted quasi-Poisson regression, and the result was consistent with the

linear regression: main effect of reward timing (𝜒2(1) = 5.72, 𝑝 = 0.017), no main effect of reward

rule (𝜒2(2) = 1.59, 𝑝 = 0.45) or interaction (𝜒2(2) = 0.16, 𝑝 = 0.92), which suggests that offering

an immediate reward helps start the task earlier, regardless of the reward.

After we include General Procrastination Score, we found a marginal main effect of reward

timing (𝐹 (1, 441) = 3.06, 𝑝 = 0.081); this seemingly inconsistent result with the main effect found

in the above regression excluding General Procrastination Score is due to the decreased sample

size (from 499 to 453) because 46 participants did not work on the post-task survey and did not

have General Procrastination Score. This main effect of rewarding timing on task starting day

is stronger in those participants who did not have a General Procrastination Score than those

who had a General Procrastination Score. Consistent with above regression, there was a main

effect of General Procrastination Score (𝐹 (1, 441) = 12.66, 𝑝 = 0.0004), no main effect of reward

rule (𝐹 (2, 441) = 0.92, 𝑝 = 0.40) or interaction (RT*RR: 𝐹 (2, 449) = 0.12, 𝑝 = 0.89; RT*GPS:

𝐹 (1, 449) = 2.19, 𝑝 = 0.14; RR*GPS: 𝐹 (2, 449) = 1.92, 𝑝 = 0.15; RT*RR*GPS: 𝐹 (2, 449) = 0.80,

𝑝 = 0.45).
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Figure 4.10: The effect of reward timing and reward rule on task starting day: offering immediate rewards
helps people started the task earlier (𝐹 (1, 493) = 5.68, 𝑝 = 0.018).

Since we found that there is a main effect of reward timing on task starting day, we further

asked if this effect is mediated by participants’ motivation to start the task as soon as possible.

We conducted a simple mediation effect analysis using mediation package (R Core Team et al.,

2013). The reward timing significantly predicted the motivation (𝑎 = 0.23, 𝑆𝐸 = 0.07, 𝑡 = 3.35,

𝑝 < 0.001). Controlling for reward timing, the mediator motivation significantly predicted the

task starting day (𝑏 = −0.33, 𝑆𝐸 = 0.12, 𝑡 = −2.84, 𝑝 = 0.0047). The reward timing also predicted

the task starting day (𝑐′ = −0.36, 𝑆𝐸 = 0.18, 𝑡 = −2.00, 𝑝 = 0.046). The effect of reward timing

on the task starting day is partially mediated by motivation (𝑎𝑏 = −0.076, 95% CI=[−0.16,−0.01],

𝑝 = 0.016).

Mean unit completion day. Excluding General Procrastination Scale Score, there was no

effect of reward timing (𝐹 (1, 292) = 1.24, 𝑝 = 0.27) (Fig. 4.11A), reward rule (𝐹 (2, 292) = 0.17, 𝑝 =

0.84) or interaction (𝐹 (2, 292) = 0.038, 𝑝 = 0.96).

After we include General Procrastination Score, there was a main effect of the General Pro-

crastination Scale Score (𝐹 (1, 281) = 22.9, 𝑝 < 0.001) and interaction between the General Pro-

crastination Scale Score and reward timing (𝐹 (1, 281) = 8.38, 𝑝 = 0.004) (Fig. 4.11B). This in-
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Figure 4.11: The effects of reward timing and reward rule on mean unit completion day. (A) There is
no main effect of reward timing on mean unit completion day (𝐹 (1, 292) = 1.24, 𝑝 = 0.27) (b) There is
an interaction between reward timing and the General Procrastination Scale score (𝐹 (1, 281) = 8.38, 𝑝 =

0.004) indicating that offering immediate rewards help those people who generally procrastinate more to
complete units of work earlier.

teraction suggested that immediate reward helps to complete individual units of work earlier in

people who have a greater tendency to procrastinate in general, regardless of the reward rule

(no three-way interaction RT*RR*GPS: 𝐹 (2, 281) = 0.19, 𝑝 = 0.83). Simple slope analysis indi-

cates that when the General Procrastination Scale Score is above 3.44, immediate reward rather

than delayed reward significantly helps participants to complete individual units of work earlier.

There was no main effect of reward rule (𝐹 (2, 281) = 0.07, 𝑝 = 0.93) or other interactions (RT*RR:

𝐹 (2, 281) = 0.02, 𝑝 = 0.98; RR*GPS: 𝐹 (2, 281) = 0.70, 𝑝 = 0.50).

Since we found the interaction between reward timing and the General Procrastination Scale

Score, we further asked if this interaction is mediated by participants’ motivation to complete

the task as soon as possible. We first tested, among those participants who completed the task,

if the interaction predicted their motivation to complete the task as soon as possible and found a
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Figure 4.12: The effects of reward timing and reward rule on task completion day. (A) There is no main
effect of reward timing onmean unit completion day (𝐹 (1, 292) = 2.30, 𝑝 = 0.13) (B) There is an interaction
between reward timing and the General Procrastination Scale score (𝐹 (1, 281) = 4.44, 𝑝 = 0.036) indicating
that offering immediate rewards help those people who generally procrastinate more to complete the task
earlier.

negative result (𝐹 (1, 298) = 2.64, 𝑝 = 0.11). If there is no effect of interaction on motivation, then

the interaction is not mediated by motivation.

Task completion day. The results for Task Completion Day are qualitatively the same as

that for Mean Unit Completion Day. Excluding General Procrastination Scale Score, there was no

effect of reward timing (𝐹 (1, 292) = 2.30, 𝑝 = 0.13) (Fig. 4.12A), reward rule (𝐹 (2, 292) = 0.18, 𝑝 =

0.84) or interaction (𝐹 (2, 292) = 0.90, 𝑝 = 0.41). We also conducted quasi-Poisson regression

where we reshaped the outcome as 7 − Task Completion Day to capture the shape of the quasi-

Poisson distribution, and the result was consistent with the linear regression: no main effect of

reward timing (𝜒2(1) = 2.34, 𝑝 = 0.13), no main effect of reward rule (𝜒2(2) = 0.36, 𝑝 = 0.84) or

interaction (𝜒2(2) = 1.93, 𝑝 = 0.38).

After we include General Procrastination Score in the linear regression, there was a main ef-
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fect of General Procrastination Scale Score (𝐹 (1, 281) = 13.65, 𝑝 < 0.001) and interaction between

General Procrastination Scale Score and reward timing (𝐹 (1, 281) = 4.44, 𝑝 = 0.036) (Fig. 4.12B).

This interaction suggested that immediate reward helps to complete the task earlier in peoplewho

have a greater tendency to procrastinate in general, regardless of the reward rule (no three-way

interaction RT*RR*GPS: 𝐹 (2, 281) = 0.46, 𝑝 = 0.63). Simple slope analysis indicates that when the

General Procrastination Scale Score is above 4.08, immediate reward rather than delayed reward

significantly helps participants to complete the task earlier. There was no main effect of reward

rule (𝐹 (2, 281) = 0.09, 𝑝 = 0.92) or other interactions (RT*RR: 𝐹 (2, 281) = 0.64, 𝑝 = 0.53; RR*GPS:

𝐹 (2, 281) = 0.19, 𝑝 = 0.83).

We confirmed the above results in quasi-Poisson regression: main effect of General Procras-

tination Scale Score 𝜒2(1) = 13.28, 𝑝 < 0.001, and interaction between General Procrastination

Scale Score and reward timing 𝜒2(1) = 6.94, 𝑝 = 0.008. Simple slope analysis indicates that when

the General Procrastination Scale Score is above 4.45, immediate reward than delayed reward

significantly helps participants to complete the task earlier.

In summary, offering immediate rewards helped people start the task earlier and helped those

who generally procrastinate more complete the task and units of work earlier, both of which held

true regardless of reward rules.

4.4 Discussion

We created a novel experimental paradigm, BORE, to study if offering immediate rewards

upon completion rather than delayed rewards helps reduce procrastination and if the benefit is

consistent across three reward rules that represent real-world scenarios. We found that offering

immediate rewards helped people start the task earlier and helped those who generally procras-

tinate more complete the task and units of work earlier, both of which held true regardless of

reward rules.
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Regarding the effect of the reward rule on procrastination, we found that more people com-

pleted the task and persisted in working on the task in Make-or-Break condition compared to

the Proportion condition, a trend that was also observed in the Proportion Plus Bonus condi-

tion. However, we did not find the effect of the reward rule on procrastination, as the interaction

between reward timing and the reward rule did not yield significant results. This lack of signifi-

cance might be due to an insufficient sample size, which typically necessitates a larger number to

discern a substantial interaction effect. Future research, with the benefit of a larger sample size,

may elucidate whether the reward rule indeed holds a considerable effect on procrastination.

Rewarding immediately upon task completion is one strategy to make future rewards more

tangible for people. Zhang and Ma, 2019 (or this thesis Chapter 2: A normative account of tem-

poral dynamics of procrastination) have suggested a theory encompassing various potentially

effective interventions of immediate rewards for ongoing progress besides rewarding immedi-

ately upon task completion. Future research should delve deeper into exploring the impacts of

these alternative immediate reward strategies on procrastination. For instance, investigating the

effects of immediate rewards given after achieving specific milestones or even upon completion

of each unit of work progress could be instrumental. These nuanced approaches may offer more

insights into effectively mitigating procrastination.

BORE, the novel experimental paradigm we created, will pave the way to test these alterna-

tive immediate reward strategies on procrastination. To implement rewarding immediately after

each milestone in BORE, for example, we can send monetary reward immediately after people

completed every third of the task (i.e., 30 paragraphs). To implement rewarding immediately

after completing each unit of work, we will deliver monetary reward at the completion of each

paragraph. In practice, inspired by gamification in self-regulation problems in daily life (Milkman

et al., 2014) and real-world examples of pseudo-reward (e.g. points) in online learning platforms,

we can use visual aid of a virtual bank instructing the participants that the money they earn is

saved in a virtual bank plus the possibility of cashing out anytime by having a cash-out button
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displayed in the header of the web page.

To conclude, we provided the first empirical evidence supporting the long-standing theory

that offering immediate rewards can help reduce procrastination, and the novel experimental

paradigm we designed will pave a way for testing the effects of other potential strategies on

procrastination suggested in the literature.
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5 | The cognitive process underlying

procrastination

There is so much richness in the time course of progress!

We see very systematic shapes in the time courses:

People working steadily, ramping up a bit, or ramping up a lot.

We need a computational model that generates a time course of progress

and accounts for this qualitative variation!

We have a candidate –a normative model– from chapter 2.

Does it fit the data well?

If not, what would be a better model to uncover the underlying cognitive process?
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5.1 Introduction

What is the cognitive process underlying procrastination? Cognitive neuroscientists have

extensively studied the cognitive and neural mechanisms of mental effort (Kool and Botvinick,

2018; Shenhav et al., 2017) in the field of cognitive control. The commonly used experimental

paradigm asked people to choose repeatedly between performing a high-demand task for a larger

amount of dollars and performing a low-demand task for a smaller amount. They found that

exerting mental effort is costly. However, it is unclear how those studies can inform us about

how people make mental efforts in their daily lives for long-term projects such as writing articles

or building software that often extends over long periods of time, ranging from days to months.

Making sustained efforts during those intervals is essential for people to achieve their goals and

for a society to function efficiently.

Neuroscientists have used reinforcement learning to study how animals allocate time between

work and leisure over time (Niyogi, Shizgal, et al., 2014; Niyogi, Breton, et al., 2014). Animals,

however, tend to maximize instantaneous reward rate, in contrast to humans, who allocate effort

over time towards a temporally distant goal.

There is also a growing number of efforts to account for and explain goal pursuit using compu-

tational process models (Lieder et al., 2019; Prystawski et al., 2022; Singhi et al., 2023). Still, these

theoretical works focus on difficult decision-making problems rather than the simple temporal

problems we face every day, like working to finish a project.

In reviewing the literature that aims to unveil the cognitive processes behind procrastination,

a discernible gap is evident. On the one hand, several existing theories attempt to predict the time

course of progress (Fischer, 1999; Fischer, 2001) besides ourwork (Zhang andMa, 2019). However,

these theories have not been successfully corroborated by empirical data, casting uncertainty on

their ability to elucidate the cognitive mechanisms driving procrastination.

On the other hand, there is a wealth of data illustrating the intricacies and richness of the
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Figure 5.1: Systematic shapes in the time course of progress in Make-or-Break and delayed reward con-
dition. Upper panel: (from the left to the right) the averaged time courses of progress across all the
participants who completed the task on day 7, on day 6, and on day 5. Lower panel: the averaged time
courses of progress across all the participants who completed the task on day 7 and it is sorted according
to the four quantiles of the mean unit completion day from the left to the right.

time course of progress (Schouwenburg and Groenewoud, 2001; Steel et al., 2018; Konradt et al.,

2021; Moon and Illingworth, 2005; Vangsness and Young, 2020) besides our work (Zhang and Ma,

2023a). However, there is a lack of models capable of encapsulating and accurately accounting

for these characteristic time courses of progress. Noteworthy is an attempt that employed a cog-

nitive model that adequately fit the task completion day (Raphaël and Mathias, 2022). However,

this singular focus on a specific time point fails to capture the broader, dynamic time course of

progress.

In this study, we aim to bridge this gap. We proposed two models and fit them into the

data that we collected in the BORE task in Chapter 4. Before we jump right into the modeling

part, we want to highlight the systematic shapes in the time courses of progress we collected in

the BORE task. If we split the time courses of progress into different task completion days and
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average over the participants, we see these very characteristic time courses (Fig. 5.1 upper panel).

People tended to work more on the last day. If we look closely at those who completed on the

last day and sorted them according to the four quantiles of the mean unit completion day, we

see people working steadily, ramping up a bit, or ramping up a lot (Fig. 5.1 lower panel). We

need a computational process model that generates a time course of progress and accounts for

this qualitative variation. The process model that fits the data well will uncover the underlying

cognitive process of procrastination.

The first model we proposed is the rational model, which we have discussed intensively in

Chapter 2. The second is the roll-out model, which we will elaborate on further below.

5.2 Models

What both models share is a sequential decision-making framework and a computational

goal. They differ in how the value of making additional progress is computed. First, I will outline

the shared sequential decision-making framework and the computational goals, then discuss the

differences.

We assume that the time course of work progress results from a sequential decision-making

process. Each day, people make a decision between working and having fun. If they choose to

work, they make progress, and more work leads to more progress. This progress increases the

likelihood of earning a reward at the end. However, working also involves the cost of mental

effort, which is higher for more aversive tasks. If they choose to have fun instead, they make no

progress and also pay no cost.

The computational goal each day is to maximize the value of additional progress while min-

imizing the associated costs. Moreover, as observed in Chapters 3 and 4, the value of making

additional progress is temporarily discounted.
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5.2.1 Rational model

In the rational model, the value of making additional progress is derived from the Bellman

equation (Bellman, 1957). To fit the model to the time courses of progress, we add softmax noise

to the Bellman equation

𝑝𝑡 (𝑎 |𝑠) =
𝑒𝛽𝑄𝑡 (𝑠,𝑎)∑120
𝑖=0 𝑒

𝛽𝑄𝑡 (𝑠,𝑖)
, (5.1)

where 𝑝𝑡 (𝑎 |𝑠) is the probability of working on a number of paragraphs 𝑎 on day 𝑡 given the par-

ticipant has already completed 𝑠 paragraphs until day 𝑡 − 1, and 𝛽 is the inverse temperature

which captures the stochasticity of the choice data. In total, the rational model has four parame-

ters: discount rate 𝛿 , maximum cost 𝐶max, exponent of the cost function 𝑘 , and noise 𝛽 . We used

maximum-likelihood estimation to estimate the model parameters.

5.2.2 Roll-out model

Different from the rational model, the roll-out model computes the value of making additional

progress by simulating future time courses. This approach is very similar to the roll-outs in the

Monte Carlo tree search. To compute the value of nodes in the game tree, the algorithm performs

multiple playouts, also known as roll-outs. In each roll-out, the game is played out to the very

end by selecting moves at random. The final game result of each playout is then used to weigh

the nodes in the game tree, ensuring that better nodes are more likely to be chosen in future

playouts. This concept inspired the name of our cognitive model.

We assume that people will have an idea of howmuchwork theywill do on average in the next

few days. It is because they may have a sense of how much time they are going to have for this

task and/or how busy they are going to be in the next few days. The amount of work they will do

on average in the next few days ismodeled as a Poisson distributionwith amean number of events

represented as 𝑛𝑝𝑎𝑟 . From the roll-outs, people can predict their final work status, estimating the
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Figure 5.2: Roll-outs illustration. Left panel: simulated cumulative time courses of progress from day 3
to day 7, given 20 paragraphs completed by day 2. The blue curve represents 60 additional paragraphs
completed on day 3, and the black curve represents 30. Right panel: simulated cumulative time courses
of progress from day 3 to day 7 based on anticipated number of paragraphs completed per day from day
3 to day 7 (green: 40 paragraphs per day, black: 10 paragraphs per day.

likelihood of completing the task (and on which day) and the final proportion completed if the

task is incomplete in the end. Based on these predictions and the specific experimental conditions,

they can then calculate the expected reward.

In general, across all the experimental conditions, the decision on howmuchwork to do today

can affect the expected rewards. Choosing to do a small amount of work decreases the likelihood

of receiving a reward, resulting in a lower expected reward (Fig. 5.2 left panel). Conversely,

choosing to do a large amount of work increases the likelihood of earning the final reward, yield-

ing a higher expected reward (Fig. 5.2 left panel). Furthermore, one’s anticipation of their average

workload in the upcoming days can also impact their decision. If a person anticipates a significant

amount of work in the future, they can opt to do less work today (Fig. 5.2 right panel).

We formulate the value of making additional progress as the net utility𝑈𝑡 (𝑠, 𝑎) = 𝐸𝑅𝑡 − cost,

where𝑈𝑡 (𝑠, 𝑎) is the net utility of working a number of paragraphs on day 𝑡 , given the participant

has already completed 𝑠 paragraphs by day 𝑡 − 1. The cost is given by cost = 𝐶max𝑎
_ , which is the

same as that in the rational model. Depending on the reward timing and the reward rule, 𝐸𝑅𝑡 is

computed differently in each of the six experimental conditions as described below.
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In the Make-or-Break and delayed reward condition,

𝐸𝑅𝑡 =

𝑇∑︁
𝑡𝑒𝑛𝑑=𝑡

𝑝complete,𝑡𝑒𝑛𝑑 ·
𝑅max

1 + 𝑘 (8 − 𝑡) , (5.2)

where 𝐸𝑅𝑡 is the expected reward at day 𝑡 , 𝑝complete,𝑡𝑒𝑛𝑑 represents the percentage of completing

the task at day 𝑡𝑒𝑛𝑑 , calculated through simulating future time courses. Here, 𝑅max is normalized

to 1, representing the maximum reward (equivalent to $36 in the reading task). The parameter

𝑘 indicates the discount rate, with 0 signifying no discounting, and larger values of 𝑘 indicating

stronger temporal discounting. In the delayed reward condition, the reward is given one day after

the deadline (the 8th day), regardless of the task completion day, leading to a consistent discount

factor of 1
1+𝑘 (8−𝑡) ,independent of task completion day 𝑡𝑒𝑛𝑑 .

In the Make-or-Break and immediate reward condition,

𝐸𝑅𝑡 =

𝑇∑︁
𝑡𝑒𝑛𝑑=𝑡

𝑝complete,𝑡𝑒𝑛𝑑 ·
𝑅max

1 + 𝑘 (𝑡𝑒𝑛𝑑 − 𝑡) . (5.3)

What differs in the immediate reward condition, compared to the delayed reward condition, is the

timing of the reward. In the immediate reward condition, the reward is given immediately after

task completion, making the discounting dependent on the task completion day, represented as
1

1+𝑘 (𝑡end−𝑡) .

In the Proportional Plus Bonus and delayed reward condition,

𝐸𝑅𝑡 =

𝑇∑︁
𝑡𝑒𝑛𝑑=𝑡

𝑝complete,𝑡𝑒𝑛𝑑 ·
𝑅max

1 + 𝑘 (8 − 𝑡) +
119/120∑︁

finalprop=0
𝑝incomplete,finalprop ·

finalprop · 𝑅max/2
1 + 𝑘 (8 − 𝑡) , (5.4)

where 𝑝incomplete,finalprop represents the probability of not completing the task, calculated through

simulating future time courses. finalprop denotes the final proportion completed if the task is

incomplete. What differs in the Proportional Plus Bonus condition, compared to Make-or-Break
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condition where participants receive no reward for incomplete tasks, is that participants receive

a reward for incomplete tasks, but it is limited to half of the maximum reward. This reward

for incomplete tasks contributes to the second term in the right-hand side of the formula. In

addition, rewards for incomplete task is given one day after the deadline (on the 8th day), making

the discounting factor consistently 1
1+𝑘 (8−𝑡) for both immediate and delayed reward conditions.

In the Proportional Plus Bonus and immediate reward condition,

𝐸𝑅𝑡 =

𝑇∑︁
𝑡𝑒𝑛𝑑=𝑡

𝑝complete,𝑡𝑒𝑛𝑑 ·
𝑅max

1 + 𝑘 (𝑡𝑒𝑛𝑑 − 𝑡) +
119/120∑︁

finalprop=0
𝑝incomplete,finalprop ·

finalprop · 𝑅max/2
1 + 𝑘 (8 − 𝑡) . (5.5)

In the Proportional and delayed reward condition,

𝐸𝑅𝑡 =

𝑇∑︁
𝑡𝑒𝑛𝑑=𝑡

𝑝complete,𝑡𝑒𝑛𝑑 ·
𝑅max

1 + 𝑘 (8 − 𝑡) +
119/120∑︁

finalprop=0
𝑝incomplete,finalprop ·

finalprop · 𝑅max

1 + 𝑘 (8 − 𝑡) . (5.6)

What differs in Proportional condition, compared to the Proportional Plus Bonus condition, is

that the reward given for incomplete tasks is not limited to half of the maximum reward. Instead,

it is proportional to the final proportion completed. This is why 𝑅𝑚𝑎𝑥/2 in Proportional Plus

Bonus condition is replaced with 𝑅𝑚𝑎𝑥 in Proportional condition.

In the Proportional and immediate reward condition,

𝐸𝑅𝑡 =

𝑇∑︁
𝑡𝑒𝑛𝑑=𝑡

𝑝complete,𝑡𝑒𝑛𝑑 ·
𝑅max

1 + 𝑘 (𝑡𝑒𝑛𝑑 − 𝑡) +
119/120∑︁

finalprop=0
𝑝incomplete,finalprop ·

finalprop · 𝑅max

1 + 𝑘 (8 − 𝑡) . (5.7)

Similar to the rational model, we add softmax noise to the net utility to fit the data of the time

course of progress.

𝑝𝑡 (𝑎 |𝑠) =
𝑒𝑈𝑡 (𝑠,𝑎)∑120
𝑖=0 𝑒

𝑈𝑡 (𝑠,𝑖)
, (5.8)

where 𝑝𝑡 (𝑎 |𝑠) is the probability of work 𝑎 number of paragraphs on day 𝑡 given that 𝑠 paragraphs
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are completed by day 𝑡 − 1, and 𝛽 is the inverse temperature which captures the stochasticity of

the choice data. In total, the roll-out model has five parameters: mean number of paragraphs in

the future 𝑛𝑝𝑎𝑟 , discount rate 𝑘 , maximum cost 𝐶max, exponent of cost function 𝛾 , and noise 𝛽 .

We used maximum-likelihood estimation to estimate the model parameters.

5.3 Results

Wefirst present the simulation results from the roll-outmodel, focusing on the variation of the

mean number of events of the Poisson distribution, 𝑛𝑝𝑎𝑟 , since this is a new parameter introduced

in the roll-out model, in contrast to other parameters that are shared with the rational model.

The simulations indicate that when a person anticipates a lower amount of work on average in

the upcoming days, they tend to work more during the earlier days and reduce their workload in

the later days (Fig. 5.3 lighter green curves), showing a decreasing trend in additional progress

over time. In contrast, if a person anticipates a significant amount of work on average in the

subsequent days, there appears to be a ramping up in the time course of progress (Fig. 5.3 darker

green curves).

Note that these simulations differ from those of the rational model. The rational model only

displays steady working or ramping up, never showing a decreasing trend in the amount of work

over time. In contrast, the roll-outmodel can predict amore diverse range of the temporal patterns

of the work progress, including the decreasing trend in the time courses.

Next, we present the results of model fitting. Both models were fitted to each individual’s

time course of progress. To display these results, we put all the experimental conditions together

and grouped the time courses of progress based on whether the task was incomplete or com-

plete. Within the “complete” group, we further grouped the time courses based on different task

completion days. A well-fitting model should exhibit a good fit across all groups.

The rational model provided a poor fit to all the groups (Fig. 5.4), particularly failed to predict
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Figure 5.3: Roll-out model simulation results from varying the mean number of events of the Poisson
distribution 𝑛𝑝𝑎𝑟 .

the ramping up observedwhen taskswere completed earlier than the last day. In contrast, the roll-

out model displayed a good fit with the data (Fig. 5.5). The former model comparison showed that

the roll-out model outperformed the rational model by a sum ofΔ𝐴𝐼𝐶 of 1461.5 with bootstrapped

95% CI: [1207.4, 1713.7] and a sum of Δ𝐵𝐼𝐶 of 1583.7 with bootstrapped 95% CI: [1713.7, 1836.0]

(Fig. 5.6 ). It’s worth noting that the BIC is more suitable for our data set than the AIC because

BIC takes into account the number of observations, unlike the AIC. The number of observations

varies, being seven for incomplete tasks, and is equal to the days taken to complete the task for

completed tasks.

To see if the roll-out model fits well enough to the various characteristic shapes of the time

courses, we grouped the time courses into four quantiles of the mean unit completion day within

each group. The roll-out model captured well the systematic shapes of the time courses (Fig. 5.7

and Fig. 5.8).

Why did the rational model provide a poor fit, whereas the roll-out model provide a good fit?
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Figure 5.4: Rational model fitting results grouped into task incomplete, task completed on day 7, day 6,
day 5, day 4, day 3, day 2 and day 1.
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Figure 5.5: Roll-out model fitting results grouped into task incomplete, task completed on day 7, day 6,
day 5, day 4, day 3, day 2 and day 1.

Figure 5.6: Model comparison between the rational model and the roll-out model.
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B

C

Figure 5.7: Roll-out model fitting results for the characteristic shapes of the time courses of progress
that are grouped into four quantiles of the mean unit completion day. (A) The group where the task was
completed on day 7. (B) The group where the task was completed on day 6. (C) The group where the task
was completed on day 5.
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Figure 5.8: Roll-out model fitting results for the characteristic shapes of the time courses of progress
that are grouped into four quantiles of the mean unit completion day. (D) The group where the task was
completed on day 4. (E) The group where the task was completed on day 3. (F) The group where the task
was completed on day 2. Since the number of participants is low, instead of grouping the participants
into four quantiles of mean unit completion day, we grouped into two halves based on the median of the
mean unit completion day.
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We could have some insights from the simulation results of each model.

The rational model failed to predict the ramping up observed in groups where the task was

completed earlier than the last day. The rational model, using the Bellman equation (Bellman,

1957), aims to maximize expected rewards while minimizing cumulative costs over seven days.

To reduce the cumulative cost over seven days, the rational model predicts that people should

take advantage of the given total days to reduce the cumulative cost. Even the weakest temporal

discounters should work for seven days instead of completing the task before the last day. There-

fore, the rational model fails to predict any time courses for early task completion, treating the

ramping up observed on certain days, such as the sixth day, as noise rather than a meaningful

pattern.

On the other hand, the roll-out model fits well the early task completion groups. The sim-

ulations suggest that by varying the parameter 𝑛𝑝𝑎𝑟 , the roll-out model can predict a trend of

decreasing progress over time, allowing it to capture the essence of early completion alongside

the noise parameter. This nuanced approach enables the roll-out model to capture the observed

ramping up in early task completion.

In summary, we found some evidence against people behaving rationally. We had some evi-

dence for people simulating their future work progress, and they have an idea of howmuch work

they will do on average in the next few days.

5.4 Discussion

Where do our computational models of the time course of progress stand in terms of contri-

butions to the field of cognitive science?

We reviewed a broad range of literature related to our topic, including long-term goal pursuit,

cognitive labor and leisure. For instance, let’s consider the literature on cognitive labor. There

is a clear gap in modeling work that accurately reflects real-world behavior and understands its
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cognitive processes. On the one hand, cognitive neuroscientists have extensively studied the cog-

nitive mechanisms of mental effort in the field of cognitive control. However, their experimental

paradigm was very far from the real world. The commonly used experimental paradigm asked

people to come to the lab and repeatedly choose among hundreds of trials between performing

a high-demand task for a greater reward and a low-demand task for a lesser reward. They found

that exerting mental effort is costly. However, it is unclear how those studies can inform us about

how people make mental efforts in their daily lives for long-term projects such as writing articles

or building software that often extends over long periods of time, ranging from days to months.

On the other hand, some studies examine how people allocate time between cognitive labor and

leisure. They ask people to report the mean times spent in work or leisure without examining the

detailed temporal dynamics of work. The model was also on a macroscopic timescale that limits

understanding of the underlying processes.

Our computational model showed a successful attempt to bridge this gap. It helps us under-

stand the cognitive process of naturalistic behavior in a longitudinal study.

The roll-out model fits better than the rational model. However, there are deviations between

the model fitting and the data in the roll-out model. For example, the roll-out model failed to

capture the ramping up in incomplete tasks in Make-or-Break conditions (Fig. 5.9). The data

shows that people worked more on the last day despite the Make-or-Break reward rule, where no

rewards are given for incomplete tasks. However, the roll-out model predicts that people should

not work much if their progress is far away from completing the task by the last day.

A plausible explanation for this deviation lies in the decision-making timing within the roll-

out model, which is structured on a daily basis. In contrast, real-world decision-making might

occur at various times throughout the day. Given that the task needs approximately three hours to

complete, people may evaluate their possibility of completing the task up to three hours before

midnight of the last day. One potential adjustment to the roll-out model involves sequential

decisions every three hours on the last day, as opposed to maintaining a daily basis across all
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Figure 5.9: Deviations between the model fitting and the data in the roll-out model. Left panel: time
courses of progress in the group of tasks incomplete in the Make-or-Break and delayed reward condition.
Right panel: time courses of progress in the group of tasks completed in Make-or-Break and immediate
reward condition.

days.

Nevertheless, we found some evidence against people behaving rationally. We had some evi-

dence for people simulating their future work progress, and they have an idea of howmuch work

they will do on average in the next few days.

Future work should look into the necessity of the cognitive components of the roll-out model

by conducting model lesion studies. Additionally, while we evaluated these two models, there

may exist alternative models worth considering, such as non-utility models. These alternative

models could incorporate components like planning and plan adjustment based on discrepancies

between planned and actual progress, as indicated by participants’ self-reported reflections on

how they worked on the task in post-surveys.
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6 | Conclusion

6.1 Summary of dissertation

We studied the dynamic nature of procrastination. We characterized procrastination through

the time course of work progress and uncovered its underlying cognitive mechanisms.

In Chapter 2, we proposed a normative account of the time course of progress. We assumed

that the time course of progress arises from a sequential decision-making process. On each day,

people decide whether to work now (and, if so, how much) or later. If they decide to work now,

they pay the cost of investing mental effort immediately but also make progress, and more work

leads to more progress. If they decide not to work, they make no progress and also pay no effort

cost. The optimal amount of work on each day is derived from the Bellman equation (Bellman,

1957), which assumes that a person’s goal on each day is to maximize the discounted value gained

by making progress while minimizing the immediate effort cost. This normative model predicted

three patterns of procrastination: a delay in the beginning and then ramping up, working at the

last minute, and not working at all, and several correlates of procrastination, including perfection-

ism, the shape of cost function, temporal discounting, and the total given time. Last, this theory

reproduced the effect of interventions on reducing procrastination or improving performance,

replicating what was observed in the empirical literature.

In Chapter 3, we examined if discount rates were associated with behavioral levels of procras-

tination in a real-world task. We used a long-term real-world task to measure procrastination;
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critically, we measured the entire time course of work progress instead of only completion time,

allowing us to compute a fine-grained metric of procrastination. We found a positive correla-

tion between individuals’ degree of future reward discounting and their level of procrastination,

suggesting that temporal discounting is a cognitive mechanism underlying procrastination.

In Chapter 4, we tested if offering immediate rewards helps reduce procrastination regardless

of reward rules. We created a novel experimental paradigm named BORE (Boring Online Read-

ing Experiment) that mimics real-world procrastination while still allowing for manipulation. We

utilized a between-subject design, crossing two levels of reward timing (either delayed or imme-

diate upon task completion) and three levels of reward rules (Make-or-Break, Proportional Plus

Bonus, and Proportional). We found that Make-or-Break conditions led to a higher completion

rate and more persistence in working on the task. Offering immediate rewards motivated people

to start the task earlier and complete the task earlier, regardless of reward rules. Moreover, be-

haviorally, offering immediate rewards helped people start the task earlier and helped those who

generally procrastinate more complete the task and units of work earlier, both of which held true

regardless of reward rules.

In Chapter 5, we uncovered the cognitive process underlying procrastination. We proposed

two models and fit them to the data that we collected in Chapter 4. The first model was the

rational model, which we have discussed intensively in Chapter 2. The second was the roll-out

model, inspired by the roll-outs in the Monte Carlo tree search. We found that the rational model

provided a poor fit to the data, while the roll-out model fit the data quite well. Therefore, we found

some evidence against people behaving rationally. We had some evidence for people simulating

their future work progress, and they had an idea of how much work they will do on average in

the next few days.

Taken together, we understand better the dynamic nature of procrastination and its underly-

ing cognitive mechanisms. In addition, we offer implications for reducing procrastination. This

thesis shows a successful attempt at applying cognitive science to the real world.
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6.2 Future work

The BORE paradigm sets a solid foundation for testing various interventions on procrastina-

tion and examining the underlying cognitive processes of each intervention. For future work, we

propose four additional experiments to assess the effects of different cognitive components on

procrastination:

1. Testing the highest immediate reward level by delivering rewards immediately upon the

completion of each task paragraph.

2. Setting subgoals with or without immediate rewards, setting subgoals with or without time

limits, setting subgoals with varying patterns of inter-subgoal intervals, and whether or not

they are self-imposed.

Furthermore, in all experiments, we will perform the same analyses mentioned in Chapters 4 and

5 regarding the measures and the computational models.

6.2.1 Experiment 1: Giving immediate reward upon unit completion

The association between temporal discounting and procrastination we observed in Chapter 3

suggested that if we brought a future reward temporally closer, then that would help reduce pro-

crastination. One way to bring immediate reward is to deliver upon task completion, which we

have studied in Chapter 4. Under this immediate rewards intervention, the progress the partici-

pants make before task completion is not immediately rewarded. Our theory proposed in Chapter

2 suggested alternative immediate reward interventions that reward the progress people make

before task completion. Moreover, gamification in self-regulation problems in daily life (Milkman

et al., 2014) and real-world examples of pseudo-reward (e.g., points) in online learning platforms

showed that rewarding progress increased people’s persistence in activities. Altogether, these
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Figure 6.1: Experimental design of reward timing with varying levels of immediacy. (A) Control condi-
tion is the delayed reward and the first experimental condition is offering immediate rewards upon task
completion and the second experimental condition is offering immediate reward upon each work unit
completion. (B) Example display for immediate reward upon unit completion, showing a virtual bank and
a cash-out button.

suggested the potential of rewarding progress in reducing procrastination. Future work should

examine the effects of rewarding progress on procrastination.

In Experiment 1, we propose an experimental paradigm where we will add one manipula-

tion that increases the immediacy of reward to an extreme by immediately delivering rewards at

the completion of each paragraph (Fig. 6.1A). Together with the delayed reward condition and

immediate reward upon task completion, we will have three levels of immediacy in reward deliv-

ery. Also, we will introduce two reward rules: Proportional Plus Bonus and Proportional. We will

leave out the Make-or-break condition, in which progress is not rewarded. This leads to a 3 by 2

design. We will study how it affects the temporal dynamics of work, especially when compared

with immediate reward upon task completion, and if it will help subjects start the work earlier,

complete the task and units of work earlier, and get more work done.

To implement the immediate reward at the completion of each paragraph, we will instruct

the participants that the money they earn is saved in a virtual bank. They will be able to cash out

at any time. The cash-out button will always be visible in the header of the webpage (Fig. 6.1B).
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6.2.2 Setting subgoals

Setting subgoals is useful to reduce procrastination in daily life, for example, by setting a daily

test in a self-paced course (Tuckman, 1998; Wesp, 1986) or by splitting the writing of an essay

into three sections (Loebenstein, 1996). For future work, we first ask what ingredients of subgoals

help people complete the task earlier. The ingredients we consider (Exp. 2) are 1) giving a reward

immediately after the completion of a subgoal; 2) setting a time limit to complete a subgoal, which

has previously proven effective in goal pursuit (Ariely and Wertenbroch, 2002).

Second, we ask which pattern of inter-subgoal intervals is most effective: equal, increasing, or

decreasing intervals (Exp. 3). Lastly, we will ask if people benefit from setting subgoals by them-

selves (Exp. 4). In all three experiments, we will use Proportional Plus Bonus as the reward rule

because it leads to a higher completion rate and meets the necessary requirement of rewarding

along the way.

6.2.2.1 Experiment 2: Varying deadline and immediate reward associated with

subgoals

We will have five conditions: one control condition without any subgoals and four exper-

imental conditions with assigned subgoals (Fig. 6.2A). For those four experimental conditions,

we will equally divide the task into four subgoals. We then manipulate two ingredients of each

assigned subgoal: with or without an immediate reward following the completion of a subgoal,

and with or without a deadline on each subgoal.

We will define four subgoals for subjects, each consisting of 30 paragraphs. Before they start

the task, they will be presented with the first subgoal using an illustration of a mountain climber

(Fig. 6.2B). To help them focus on the current subgoal, the number of paragraphs they have

completed and the number of paragraphs left to achieve the first subgoal will be presented on

the header of the webpage. After they achieve the first subgoal, they will be presented with the

117



Figure 6.2: Experimental design of varying deadlines and immediate rewards associated with subgoals.
(A) The experiment consists of five conditions. In the four treatment conditions, a total of four subgoals,
each with 30 paragraphs, are untimed or timed and come with or without immediate reward. Each grey
box shows when a subject starts working towards a subgoal and when a subject receives a subgoal, and
the width of the box represents the duration spent on each subgoal. (B) Example display of the instruction:
a climber facing four mountains. (c) Treatment conditions in the experiment differ in the nature of the
inter-subgoal intervals.

second subgoal, etc.

The deadline for each subgoal is proportional to the deadline of the task; it takes up to 42 hours

(168 hours divided by four subgoals) to achieve each subgoal. If the deadline passes, but the sub-

goal is not achieved, the payoff for the amount of work within that subgoal will be proportional

to the work amount but halved (the Proportional Plus Bonus reward rule).

By comparing each experimental condition with the control condition, we will test which

ingredients are necessary for subgoals to help subjects start the task earlier, complete the task and

units of work earlier, and get more work done. We will also test whether combining immediate

rewardwith a deadline is more effective than either in helping participants reduce procrastination

and get more work done.
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6.2.2.2 Experiment 3: Varying subgoal schedule

We will test which pattern of inter-subgoal intervals is most effective in helping people re-

duce procrastination. We will have four conditions: one control condition without subgoals and

three conditions with different subgoal schedules: equal, increasing, and decreasing intervals

(Fig. 6.2C). We will apply the most effective condition that we will find in Exp. 2 to determine

whether the reward will be immediate and whether a deadline will be set. We will test whether

participants assigned to increasing intervals complete the task earlier than those in an equal-

interval condition and whether participants in the descending-interval condition complete the

task later than those in the equal-interval condition. We will also compare the least effective

subgoal schedule with the control condition to test if the least effective subgoal schedule is even

worse than not having subgoals at all.

6.2.2.3 Experiment 4: Self-imposed subgoals

In this experiment, we will let subjects set their own subgoals with the most effective subgoal

ingredients determined from Exp. 3. Subjects will be randomly assigned to one of two conditions.

In Condition 1, participants set their subgoal at the beginning of the task, not allowing them to

change it along the way (fixed subgoals in advance). In Condition 2, participants set their subgoal

along the way (adjustable subgoals along the way). Specifically, the first time they access the task,

they will be asked to set the first subgoal, and after they achieve their first subgoal, they will be

asked to set the second subgoal, etc.

Besides these two experimental manipulations of self-imposed subgoals, we will also include

the most effective experimenter-set subgoals from Exp. 3 and a control condition without sub-

goals, which leads to a total of four conditions. We will first test whether self-imposed subgoals,

both fixed in advance and adjustable along the way, are more effective than experimenter-set

subgoals. Second, we will test if the least effective self-imposed subgoal condition is even worse
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than the control condition without a subgoal. Third, we will test whether a self-imposed sub-

goal along the way is more effective than one that is fixed in advance. Fourth, we will examine

how close the self-imposed subgoal, both fixed in advance and adjustable along the way, is to

the most effective subgoal schedule we will find in Exp. 3. Last, we will examine how individual

correlates of the cognitive process affect how people set their subgoal schedule in self-imposed

subgoal conditions.

6.3 Relation to broader literature

Researchers name the subject—time course of progress—differently. The subject of our

study is the time course of progress. One aspect I find quite interesting is that the existing liter-

ature refers to this subject by different names. Steel et al. refer to it as ’pacing style’ (Steel et al.,

2018), and they cite Roe, who calls for more attention to this subject under the term ’temporal

footprint of work’ (Roe, 2014). Moon and Illingworth refer to it as temporal changes in procrasti-

nation (Moon and Illingworth, 2005). Vangsness and Young refer to it as the (dynamic) process of

task completion (Vangsness and Young, 2020). Konradt et al. refer to it as the allocation of effort

over time (Konradt et al., 2021). The variety of terms used to describe this subject indicates that

it is a relatively unexplored area of research, leading to inconsistency in how researchers refer to

the subject. This also adds to the difficulty of conducting a literature review, as we might miss

some papers that study the same topic.

Goal gradient effect. Clark Hull, in 1932, proposed the Goal Gradient Effect, which states

that as people get closer to a reward, they speed up their behavior to reach their goal faster (Hull,

1932). We also observe this goal gradient effect in the BORE. We calculated the additional days

participants took to complete another 20 paragraphs, from the first paragraph to the last 120th

paragraph. If they completed another 20 paragraphs on the same day, the additional days were

0. We found that, on average, it took participants fewer days to complete another 20 paragraphs
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closer to completing the task. In specific, it took them another 0.37 days to complete the first 20

paragraphs, another 0.34 days to complete the second 20 paragraphs, another 0.22 days for the

third 20 paragraphs, another 0.19 days for the fourth 20 paragraphs, another 0.15 days for the

fifth 20 paragraphs, and another 0.06 days for the last 20 paragraphs. If we varied the interval of

the number of paragraphs (e.g., another ten paragraphs), we got the same result.

Stuck in the middle effect. Regarding the shape of the time course of progress, researchers

have previously studied the time course of progress with three data points: the amount of work

in the beginning, in the middle, and in the end (Bonezzi et al., 2011; Koo and Fishbach, 2014).

They claim a stuck-in-the-middle effect where less work is found compared to the beginning and

the end. We observed this stuck-in-the-middle effect in a few participants who completed the

task on the fourth day (Fig. 5.8D). However, most participants ramped up in their time courses

of progress, and more importantly, there was a great diversity in the shapes of the time courses

of progress observed in the BORE.

Deliberate delay. Chu and Choi defined a new construct called active procrastination (Chu

and Choi, 2005), which is the deliberate deferral of tasks to the last minute, resulting in positive

outcomes despite the delay. This deliberate delay is different from passive procrastination, which

is often fueled by fear of failure and anxiety. Later on, Chowdhury and Pychyl categorized this de-

liberate procrastination into two granular concepts (Chowdhury and Pychyl, 2018). One is called

arousal delays, which occur when a person decides they are more motivated to do something at

the last minute. This could be due to the fact that people are more focused or faster at working.

The other is called purposeful delay, which indicates that people are framing the question and

thinking about an issue or creative work before getting down to the act of writing or producing

something.

Futurework should test whether people have arousal delays using our experimental paradigm,

BORE. Specifically, we can ask participants about their intended day of completing the task be-

fore giving it and see if some participants’ intended day of completing it is close to the last day.
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We will ask these participants the reason for their later intended completion day. We will see

whether they are more focused (less distracted behavior on webpages), and we will ask them to

report their motivation level to see if they are more motivated to work at a later time close to the

deadline.

Macroscopic approaches to cognitive labor and leisure. Kool and Botvinick have studied

people’s decisions about how much time they spend on cognitive labor versus leisure (Kool and

Botvinick, 2014). This partial allocation has characterized behavior on a macroscopic timescale,

reporting and studying the mean times spent at work or leisure. Yet, this study focuses on a

coarse split between work and leisure instead of examining the detailed temporal dynamics of

work. Our thesis work studied the microscopic decision process between cognitive labor and

leisure, which can be viewed as an extension of their work in a temporal manner.

On the pursuit of multiple goals. Researchers in the fields of applied psychology and

organizational psychology have done a lot of work investigating how people allocate time while

facing multiple tasks with different deadlines and factors that influence the dynamic pursuit of

multiple goals over time (Schmidt and DeShon, 2007; Schmidt et al., 2009; Schmidt and Dolis,

2009; Neal et al., 2017; Ballard, Farrell, et al., 2018; Ballard, Vancouver, et al., 2018; Ballard, Yeo,

Neal, et al., 2016; Ballard, Yeo, Loft, et al., 2016). However, the tasks used in these studies are

not longitudinal and do not closely resemble real-life scenarios. We propose a variant of the

BORE paradigm to address this gap. This variation involves multiple reading tasks, each with its

own deadline and varying levels of difficulty, to more accurately simulate the real-life pursuit of

multiple goals.
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